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Evaluation of Free-Riding Traffic Problem in Overlay Routing and

Its Mitigation Method
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SUMMARY  Recent research on overlay networks has revealed that
user-perceived network performance could be improved by an overlay rout-
ing mechanism. The effectiveness of overlay routing is mainly a result of
the policy mismatch between the overlay routing and the underlay IP rout-
ing operated by ISPs. However, this policy mismatch causes a “free-riding”
traffic problem, which may become harmful to the cost structure of Internet
Service Providers. In the present paper, we define the free-riding problem
in the overlay routing and evaluate the degree of free-riding traffic to re-
veal the effect of the problem on ISPs. We introduce a numerical metric to
evaluate the degree of the free-riding problem and confirm that most multi-
hop overlay paths that have better performance than the direct path brings
the free-riding problem. We also discuss the guidelines for selecting paths
that are more effective than the direct path and that mitigate the free-riding
problem.

key words: overlay networks, overlay routing, free-riding traffic, available
bandwidth, end-to-end delay, TCP throughput

1. Introduction

Overlay networks are the upper-layer logical networks
where the endhosts and servers that run the applications be-
come overlay nodes that form the logical network with log-
ical links between the nodes, as depicted in Fig. 1. Some
of the overlay networks select a route for data transmission
according to network conditions such as link speed, delay,
packet loss ratio, hop count, and TCP throughput between
overlay nodes. For example, in WinMX, an endhost can re-
port the type of network link used to connect to the Internet
when joining the network. CDNs such as NetLightning [1]
and Akamai [2] distribute overlay nodes (content servers)
over the entire Internet and select appropriate source and
destination hosts according to the network condition when
the contents are moved, duplicated, or cached.

Some overlay networks do not assume specific upper-
layer applications and concentrate only on the routing of
overlay network traffic. We call such application-level traf-
fic routing overlay routing, and overlay networks for traf-
fic routing are referred to as routing overlay networks. In
Resilient Overlay Networks (RON) [3], for example, each
overlay node measures the end-to-end latency and packet
loss ratio of the network path to other nodes, and determines
the route for the overlay network traffic originating from the
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Fig.1  Overlay network.

node, which can be a direct route from the node to the des-
tination node or a relay route that traverses other node(s)
before reaching the destination node. In [3], the authors re-
ported that RON can provide an effective traffic transmis-
sion path compared with lower-layer IP routing. Further-
more, RON can detect network failures (link and node fail-
ures, and mis-configured routing settings) and can provide
an alternate route faster than IP routing convergence.

Several studies have examined the effectiveness of
overlay routing with respect to IP routing [4]-[11]. For
example, in [7], the authors used actual measurement data
of the transmission latency among several geographically-
distributed hosts in two Internet Service Providers (ISPs) in
Japan, and showed that the transmission latency of approx-
imately 28% of end-to-end paths can be reduced by relay-
ing another host, as compared to using the direct path. In
[8], the authors investigated the effectiveness of the reac-
tive overlay routing by using the measurement data on four
ISPs in United States, and confirm its effectiveness com-
pared to the IP routing and proactive overlay routing. In
[11], the authors focused on bandwidth-related information,
such as available bandwidth and TCP throughput, for metric
in selecting overlay routes, and revealed that the bandwidth-
based overlay routing provided significant gain, compared
with latency-based routing.

The primary reason why overlay routing mechanisms
can improve the user-related performance metric is that
the traditional IP routing operated by ISPs does not al-
ways determine the route according to user-perceived per-
formance. In IP routing, the metrics determining the route
are hop count and link loads, and the end-to-end delay and
bandwidth-related information, which affect the data trans-
mission throughput for short- and long-lived TCP connec-
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tions, are not directly taken into account. In addition, inter-
domain routing by Border Gateway Protocol (BGP) is based
on autonomous system-level (AS-level) network topology,
which is more abstract than router-level IP network topol-
ogy. Furthermore, most ISP-driven IP routings are config-
ured by political and financial factors, namely, the billing
mechanism of transit links to upper-layer ISPs, the relation-
ships between the ISP and other ISPs interconnected by pub-
lic or private peering links, and the amount of traffic travers-
ing transit and peering links. Therefore, the resulting IP
routing policy cannot maximize network performance and
user demand.

There are some previous studies on the problems of
overlay network. In [12], the authors discuss the inter-
action between overlay routing and underlay IP routing,
which causes routing and traffic oscillation. In [13], the au-
thors discuss the effect of P2P-based content distribution on
ISP’s costs. We focus on other problem of overlay rout-
ing, whereby overlay routing can reduce the profits of ISPs
that operate the lower-layer IP routing, and overlay rout-
ing mechanisms can generate network traffic that ignores
an ISP’s billing structure. In the present paper, we focus on
this problem caused by overlay routing, which we call “free-
riding” traffic. Note that the free-riding traffic problem in
this paper is a general problem for overlay networks, regard-
less of the type of application and the algorithms and metrics
for overlay routing. Furthermore, the free-riding problem
can occur even when the routing interaction between over-
lay routing and IP routing is stable.

We define the free-riding problem in the routing over-
lay network and evaluate the degree of the free-riding traffic
problem. For this purpose, we introduce the numerical met-
ric to assess the degree of the free-riding traffic problem.
By using the evaluation results, we investigate the degree of
the free-riding problem of overlay routing mechanisms with
three metrics in selecting overlay paths. We also show the
results on the ratio of relay paths which has better perfor-
mance than the direct path and which has a smaller number
of free-riding transit links than the optimized relay path. We
finally report that we can obtain a reasonable performance
gain by using the relay path with a limitation on the number
of free-riding transit links.

The reminder of this paper is organized as follows. In
Sect. 2, we define the free-riding traffic problem and explain
the dataset and metrics to evaluate problem in Sect.3. In
Sect.4 we present the evaluation results to assess the de-
gree of the free-riding problem. We also present guidelines
for selecting overlay paths to mitigate the free-riding traffic
problem. Finally, in Sect. 5, we summarize the conclusions
and discuss areas for future consideration.

2. Free-Riding Traffic Problem

We explain the free-riding traffic problem by using Fig. 2. In
this figure, there are three ISPs (ISP I, J and K), where ISP
J is the transit ISP for ISPs I and K. ISP I and K have transit
links C;; and Cy; to connect to ISP J. Furthermore, ISP I and
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Fig.2  Free-riding traffic problem.

K are interconnected by a peering link Ci.. Hosts N;, Nj,
and N exist in ISP I, J and K, respectively. These three
hosts are the overlay nodes of the routing overlay network.

We consider a situation where Host N; transmits the
overlay network traffic to Host N; by using the routing over-
lay network. When we use the direct path from N; to N,
the traffic is transmitted by transit link C;; as shown by an
orange arrow in Fig. 2. Therefore, the cost of conveying the
traffic is charged to ISP I. This is the normal billing architec-
ture, and ISP I can take the transit cost for this traffic from
Host N;. However, when we use the relayed path via Host
Ny (pink arrows in Fig. 2), the traffic is transmitted by peer-
ing link Cy from Host N; to Host N, and the transit link
Cy;j from Host Nj to Host N;. In this case, ISP K pays the
cost for using transit link Cy; to convey the traffic, although
only the customers of ISPs I and J benefit from the transmis-
sion. We refer to this mismatch as the “free-riding” traffic
problem.

If ISP K monitors the traffic coming from the peering
link Cy; and differentiates the free-riding traffic from the nor-
mal traffic, we can resolve this problem by restricting the
free-riding traffic from coming to ISP K, or charging ISP I
for the cost of the free-riding traffic. However, since over-
lay routing is operated by upper-layer protocols and applica-
tions, we cannot recognize the free-riding traffic by simply
checking the source and destination IP addresses of incom-
ing packets. Therefore, we believe that this problem will
become harmful for ISPs, especially when the amount of
traffic conveyed by the overlay network increases.

3. Methodologies
3.1 Dataset Used for Evaluation

We investigate the free-riding traffic problem under the as-
sumption that PlanetLab nodes construct a routing overlay
network. For this purpose, we utilize the measurement re-
sults obtained from S*. S3 measures various properties of
end-to-end paths between PlanetLab nodes, including phys-
ical capacity, available bandwidth, end-to-end delay, and
packet loss ratio. The measurement results are provided ev-
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ery four hours via a Web site. In this paper, we use the data
obtained on Oct. 25th, 2006. Note that we have investigated
with the datasets on other dates and obtained the similar re-
sults to those in this paper.

There exist 588 PlanetLab nodes in the measurement
data utilized herein. However, a number of nodes are lo-
cated in the same subnetwork, as estimated from the IP ad-
dress and the host name of the nodes. In evaluating the ef-
fectiveness of overlay routing, we should avoid using the
nodes in the same subnetwork as relay nodes for the fol-
lowing three reasons: (1) The measurement results of end-
to-end delay and available bandwidth between nodes in the
same subnetwork may be quite small for delay and quite
large for available bandwidth, which may overestimate the
effectiveness of overlay routing. (2) The measurement re-
sults between nodes in the same subnetwork may include
large errors especially for available bandwidth. (3) There is
almost no meaning in using a relay node in the same subnet-
work as the source and destination nodes.

Therefore, we divide the PlanetLab nodes into groups
according to their AS number and assume that there is only
one overlay node in each AS. We obtain the AS number
of PlanetLab nodes by tracerouting from a route server in
traceroute.org [15] to the PlanetLab nodes. As a result,
the number of overlay nodes decreases to 179, which is
equal to the number of ASes of PlanetLab nodes. In group-
ing, we take the average for measurement results when we
have more than one measurement result between the overlay
nodes (ASes). Figure 3 depicts this process for node group-
ing.

In addition, we use the information on the relationships
between ASes, which is obtained from CAIDA [16]. In [17],
the results on the relationship of links connecting two ASes
(inter-AS links) are provided, as esitmated from BGP table
information and the degree of each AS (the number of links
of one AS to other ASes). Methods for investigating AS re-
lationship is reported in [18]. We obtain the AS-level route
between PlanetLab nodes with the traceroute command be-
tween the nodes, and the AS-level traceroute results from
a route server in traceroute.org to each node. However,
36.1% of the inter-AS links used by routes between Plan-
etLab nodes are not found in [17]. The reason for this may
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be that such inter-AS links do not exist in the BGP tables
used in [18].

In determining the relationships of these unknown
inter-AS links, we consider the following two cases: (i) All
of unknown inter-AS links are assumed to be peering links,
that they do not have any influence on the free-riding prob-
lem. (ii) The relationship of unknown inter-AS links are
determined by the degree distribution of ASes revealed in
[18]. In Fig. 4, we show the distribution of the ratio of peer-
ing links as functions of degrees of interconnected ASes,
which is obtained from [17]. In Case (ii), we use this dis-
tribution to determine the relationship of unknown inter-AS
links stochastically.

3.2 Overlay Path Candidates

When one node (source node) selects the transmission path
to another node (destination node), we compare the end-to-
end latency and available bandwidth of the following three
candidates (Fig. 5):

e Direct path: the source node to the destination node

o Two-hop relay path: the source node to the destination
node via a relay node

o Three-hop relay path: the source node to the destina-
tion node via two relay nodes
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3.3 Routing Metrics

In this subsection, we explain the metrics utilized for select-
ing overlay paths.

3.3.1 End-to-End Latency

Overlay routing based on end-to-end latency would be
adapted for applications, including voice chat applications
such as Skype [19] that need quick response, rather than
bandwidth-related resources. We utilize the measurement
results from S* for the end-to-end latency of the direct path
between nodes. We define the end-to-end latency of a relay
path as the sum of the latencies of direct paths construct-
ing the relay path. We assume that the number of overlay
nodes is M and that the measured results of the end-to-end
delay of the network path between nodes N; and N; is 7;;
(1 <i,j < M). Then, we can describe the latencies of the
direct path, the two-hop relay path, and the three-hop relay
path, as follows:

Dilj =T (D
Dy = Ti + Tx, 2)
kal_,» = Ti + T + Ty 3

We denote the relay node for the two-hop relay path as Ny
and the relay nodes for the three-hop relay path as N and N,
1<k 1l<M, k+l, k,1+1,j). Furthermore, we define the
latency-optimized path as the relay path that has the smallest
end-to-end latency. We can then obtain the respective laten-
cies of the two-hop and three-hop latency-optimized paths
as follows:

D} = ggg(D?k b 4)
A3 _ . 3
D;; = v i}}llégi’j(Diklj) ®)

In this paper, we compare the performance of the direct path
and the relay path for each node pair. We therefore define
the improvement ratio of the relay path with respect to the
direct path as follows:

1

KD ) = Di

ikj 2

v lej

1
I(l)k/) = __{_
lj Dtklj

When the above ratio is larger than 1, we can say that the
relay path is effective compared with the direct path.

3.3.2 Available Bandwidth

Available bandwidth is an important performance metric for
audio video streaming services such as YouTube [20] and
GyaO [21]. We simply use the measurement results of avail-
able bandwidth in S3 for the available bandwidth of direct
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paths. We define the available bandwidth of a relay path as
the minimum available bandwidth of direct paths construct-
ing the relay path. Denoting the available bandwidth of the
network path between node N; and N; as p;;, we can describe
the available bandwidths of the direct path, the two-hop re-
lay path, and the three-hop relay path, as follows:

Bl = pij ©
Bj; = min(oi, i) ™
B?klj = min(pi, Px1, P1}) ®)

We also define the bandwidth-optimized path as the relay
path that has the largest available bandwidth among all pos-
sible relay paths. We can then obtain the respective avail-
able bandwidths of the two-hop and three-hop bandwidth-
optimized paths as follows:

B = max(Blkj) 9)
N3
5= e ) 1

Furthermore, we define the improvement ratio of the relay
path with respect to the direct path as follows:

B2 .
ikj
I(sz )=
J Bilj
B3
iklj
I(Blkl]) = _I

l/

3.3.3 TCP Throughput

Overlay routing based on TCP throughput would be adapted
for file sharing applications like Bittorrent [22] and WinMX.
In [3], RON utilizes TCP throughput as a performance met-
ric for overlay routing, which is calculated from the end-to-
end delay and the packet loss ratio as follows:

V15
RTTM

Equation (11) is based on the formula for the average
throughput of the long-lived TCP connection in [23]. This
metric increases as the packet loss ratio and RTT decrease,
but never exceeds the available bandwidth of the path in the
actual situation. In the present study, we use Eq.(11) as a
performance metric of TCP throughput. This equation in-
cludes the packet loss ratio of the path, and S* has the mea-
surement results of packet loss ratios of the network path be-
tween the PlanetLab nodes. However, we do not use them,
since they are obtained by sending only 100 probe packets.
Instead, we utilize the following two models for packet loss
ratio of the direct path:

(packet/sec) (11D

(A) AS-hop-count-base loss ratio (AS): the packet loss ratio
of the path is determined in proportion to the AS-level
hop count of the path.

(B) Overlay-hop-count-base loss ratio (OL): the packet loss
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ratio of the direct path is constant value regardless of
the other characteristics of the path. The relay path has
a packet loss ratio proportionally that is proportional to
its overlay-level hop count.

Note that from the measurement results of the packet loss
ratio obtained from S3, we found that the packet loss ratio is
not related to the AS-lelvel hop count of the path. However,
we believe that the assumption that the packet loss ratio in-
creases as the AS-level hop count increases is reasonable.
We define Pilj as the TCP throughput of the direct path

between node N; and node N;, and we can describe P} ; as
follows:

(8- MSS)VI3
P} = 7,33. b 12
n[ DINL ,\’ (bps) (12)
L _{ nij-La  (case(A))
"7 Lg (case(B))

La and Lg are parameters that determine the packet loss ra-
tio per AS-level hop and the packet loss ratio per overlay-
level hop, respectively. In addition, we denote that the max-
imum segment size as MS S and the AS-level hop count be-
tween node N; and node N as n;;.

The definition of the TCP throughput of the relay path
is different depending on whether the TCP connection is ter-
minated at each relay node, which means that we utilize the
TCP proxy mechanism [24] at the relay node. When we
do not use the TCP proxy mechanism, meaning that we uti-
lize an end-to-end TCP connection, we calculate the TCP
throughput of the relay path from the end-to-end latency and
the available bandwidth of the relay path as follows:

(8- MSS)V15
P} i(e2e) = {W , Bizkj] (13)
8-MSS)V1.5
,kl](e2e) = mln{% , BiSklj] (14)
iklj Y3
I = (mix + i) - Lo (case(A))
27 2Lg (case(B))

On the other hand, when the TCP proxy mechanism is de-
ployed, we determine the TCP throughput of the relay path
as the minimum TCP throughput of direct paths construct-
ing the relay path:

Pl.zkj(pxy) = min (P}k, P,ij) (15)
P?klj(pxy) = min (P}k, P,il, Pllj) (16)
In= (nig + g +ny) - Ly (case(A))

3 3Lg (case(B))

As in the case of the available bandwidth, we can define the
throughput-optimized relay paths as follows:

Pl(e2e) = max (P 3 j(e2e)) a7

3 _
P;i(e2e) = k#r’n%;i’j( iklj(e2e)) (18)
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Pii(pxy) = max (P,zk (pxy)) (19)

Pipxp = max. (Pl (pxy)) (20)

Furthermore, the improvement ratio of the relay path with
respect to the direct path can be described as follows:

P (e2e)
I(P,k/(eZe)) =
ij
e = L2
ij
1 gy = TP
ij
1Py, (pxy)) = w
ij

3.4 Evaluation Metric

According to the problem definition in Sect. 2, we define the
numerical metric of the degree of the free-riding problem as
the number of transit links increased by using relay paths.
Specifically, we introduce the number of free-riding tran-
sit links as a metric of a relay path as follows. We denote
T;; and Ty; as a set of transit links that form a direct path
between nodes N; and N; and a set of transit links of a re-
lay path between nodes N; and N; via node N, respectively.
Furthermore, we set F; as the set of transit links that exists
in Tj; and does not appear in 7T;;. Then we obtain:

Fixj = {xl(x € Tigj)&(x & Tij)} 2y

In the present study we define |Fy |, the number of members
in Fjj, as the number of free-riding transit links used the
relay path via node Ng.

4. Evaluation Results

In this subsection, we evaluate the free-riding traffic prob-
lem, and discuss guidelines to mitigate this problem. In the
following evaluation, MSS is 1460bytes, and L is set to
0.00001, 0.0001, 0.001, and 0.01.

4.1 Number of Free-Riding Transit Links

In Fig. 6, we show the distribution of |Fy;| of the optimized
two-hop relay path for each metric in Case (i), which means
that we ignore unknown inter-AS links. The average of |F|
is shown in Table 1 for all metrics.

Based on these results, when we use either the avail-
able bandwidth or end-to-end latency, the free-riding traf-
fic problem occurs on roughly 90% of node pairs. In the
case of using the TCP throughput, the results depend on the
packet loss model. When we use the AS-hop-count-base
packet loss model, the degree of the free-riding problem de-
creases significantly because the throughput-optimized re-
lay path tends to have a small AS-level hop count, resulting
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in a decrease in the number of transit links used by such a
relay path. On the other hand, when we use the overlay-hop-
count-based packet loss model, the degree of the free-riding
problem is similar to that when using the available band-
width because, in this case, the relay path is selected regard-
less of the AS-level hop count, which is the same situation
as for the available bandwidth.

Figure 7 and Table 2 show the results for Case (ii). For
all of the routing metrics, almost all optimized relay paths
have free-riding. This means that we cannot avoid the free-
riding traffic problem in the actual situation, when we want
to maximize performance gain by using overlay routing.

The above figures (Figs. 6 and 7) reveal that most of the
optimized relay paths have a number of free-riding transit
links.

4.2 Correlation between Improvement Ratio and Number
of Free-Riding Transit Links

Here we define the set of relay nodes used in the two-hop re-
lay path that has smaller |Fj;| than optimized two-hop relay
path and higher performance than the corresponding direct
path in terms of end-to-end latency, available bandwidth,
and TCP throughput as O(Dz) O(Bz) O(P2 ), respectively,
which can be described as follows

O(D}) = {kI(1Fix;| < |F ;D& (D) > 1)) (22)
O(B})) = tkl(1Fujl < |F;D&U(B;) > 1)) (23)
O(P}) = tkl(1Fajl < |F;D&UPE) > 1)) (24)

Figures 9 and 10 show the distribution of O(Dl.zi), O(Bizj) and

O(Pizj) of the relay path with smaller |Fy j| than the optimized
relay path and higher performance than the corresponding
direct path. From Fig. 9, in Case (i), there are several nodes
in O(Bl.zj) when we use the available bandwidth. When we
use the TCP throughput in the AS/e2e case, we cannot find
any relay node in O(Pizj) for approximately 90% of node
pairs. However, this percentage decreased when we use the
TCP throughput in OL or pxy case. From Fig. 10, in Case
(ii), we obtain results similar to those shown in Fig. 9. How-
ever, when we use end-to-end latency, over 90% of node
pairs, we cannot find the relay node in O(D2) even if the
two-hop latency-optimized relay path i 1mproves the perfor-
mance in 87.5% of node pair as compared to the correspond-
ing direct path. The reason for this result can be explained
using the distribution in Fig. 8.

Figure 8 shows the distribution of the improvement ra-
tio of latency-optimized, latency-second-best, and latency-

Table 1  Average of |Fy | in case (i).
Available | End-to-end TCP throughput
bandwidth latency L=0.011| L=0.001 | L=0.0001 | L=0.00001
AS/e2e 2.55 2.56 1.44 1.38 1.24 1.31
OL/e2e 2.55 2.56 2.58 241 2.20 2.29
AS/pxy 2.55 2.56 1.56 1.39 1.35 1.66
OL/pxy 2.55 2.56 2.65 2.32 2.34 2.47
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third-best paths. This figure shows that the improvement
ratio of the second- and third-best paths decreases greatly.
Therefore, when we search the relay node in O(Dl.zj), we
cannot find a relay path with better performance than the
corresponding direct path.

4.3 Mitigation of Number of Free-Riding Transit Links

Based on the above results, we conclude that most of the
relay paths that have better performance than the corre-
sponding direct path have a significant free-riding problem.
Therefore, we should permit some degree of free-riding in
order to improve the user-perceived performance in routing
overlay networks. In Figs. 11 and 12, we show the relation-
ships between the maximum number of free-riding transit
links permitted in selecting overlay paths and the improve-
ment ratio of the optimized two-hop relay path for each node
pair. Figure 11 shows that the improvement ratio sharply
increases as the limit of |Fj;| increases to 4, and remains
approximately unchanged when the limit of |Fy | exceeds 4.
When we focus on available bandwidth, the improvement
ratio exceeds 80% when the limit of |Fy| is 2 and exceeds
90% when the limit of |Fy;| is 3. When we consider end-
to-end latency, these percentages decrease to approximately
65% and 70%, respectively. Furthermore, when we consider
TCP throughput, the TCP throughput in the AS case is better
than that in the OL case, and the TCP throughput in the e2e
case is better than that in the pxy case. Figure 12 shows the
same tendency. However, when we compare Figs. 11 and 12
with respect ot TCP throughput, the maximum improvement
ratio in Case (ii) is much worse than that in Case (i).

From the above results, we can conclude that the most
efficient metric for reducing the number of free-riding tran-

End-to-End Latency (1st)
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0.9 - End-to-End Latency (3rd) =
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CDF of node pair

0.2 [

0.1 |

0.1 1 10
improvement ratio

Fig.8 Distribution of improvement ratios of the latency-optimized,
latency-second-best, and latency-third-best paths.

Table 2  Average of |F;| in case (ii).
Available | End-to-end TCP throughput
bandwidth latency L=0.011| L=0.001 | L=0.0001 | L=0.00001
AS/e2e 4.04 4.02 2.81 2.74 2.59 2.72
OL/e2e 4.04 4.02 3.96 3.84 3.62 3.89
AS/pxy 4.04 4.02 2.93 2.71 2.76 3.15
OL/pxy 4.04 4.02 4.18 3.81 3.98 4.17
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sit links and improving the performance beyond the corre-
sponding direct path is available bandwidth.
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In this paper, we focused on the free-riding traffic problem
caused by overlay routing. The numerical metric of the de-
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Fig.11  Correlation between improvement ratio and number of
free-riding transit links in case (i).

gree of the free-riding problem was defined as the number
of additional transit links when using relay paths. We have
revealed that most relay paths that have better performance
than the corresponding direct path have a significant degree
of free-riding. It was also shown that available bandwidth
was the best metric for mitigation of the free-riding prob-
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Fig.12  Correlation between improvement ratio and number of
free-riding transit links in case (ii).
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Performance improvement ratio
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lem. We also found that when the number of free-riding
transit links is restricted to 2, roughly 80% of the perfor-
mance gain, as compared with using the optimized relay
path was obtained.

In the future, we plan to investigate the control policy
by ISPs for the free-riding traffic problem and will propose a
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new cost structure for ISPs in which ISPs can co-exist with
routing overlay networks.
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