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Master’s Thesis

A study on reduction of inter-ISP transit cost caused by overlay routing

Kazuhito Matsuda

Abstract

Overlay routing is an application-level routing mechanism on overlay networks. Existing re-

searches on overlay routing revealed that it can improve user-perceived performance by choosing

a path based on network performance metrics such as end-to-end latency and available bandwidth.

On the other hand, overlay routing may harm ISPs’ cost structure because of the policy mismatch

between IP routing and overlay routing. IP routing provided by ISPs is generally configured based

on the monetary cost of links interconnecting to neighboring ISPs. On the other hand, the over-

lay routing selects the path based on end-to-end network performance. Consequently, the overlay

routing may utilize paths which traverse additional transit links between ISPs, which requires ad-

ditional inter-ISP transit cost. One possible solution to this problem is to limit the overlay routing

not to utilize paths which increase inter-ISP transit cost largely.

In this thesis, the author proposes a method to reduce inter-ISP transit cost caused by overlay

routing. For this purpose, the number of inter-ISP transit links on a path is utilized as a metric

of transit cost and the overlay path is chosen to decrease the transit cost while keeping the effec-

tiveness of overlay routing itself. Since there is no public information on the number of transit

links on a path, and since it cannot be obtained by simple end-to-end measurement methods, the

author builds up a method to estimate the number of transit links on a path from end-to-end net-

work performance values which can be measured easily by overlay nodes. Through the multiple

regression analysis of end-to-end network performance values, the regression equation to estimate

the number of transit links is obtained.

To confirm the effectiveness of the proposed method, the author first assesses the estimation

accuracy of the regression equation and then evaluates the performance of limited overlay rout-

ing which suppresses the number of transit links determined by the proposed estimation method.

Through extensive evaluations using measurement results in the actual network environment, the
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author confirms that the absolute underestimation error in the number of transit links on overlay-

level paths is smaller than one in almost 80% of overlay paths, and that the overlay routing with the

proposed method can achieve almost the same degree of improvement as that without limitation,

while decreasing the number of the transit links traversed by overlay-routed paths.
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multiple regression analysis

PlanetLab
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1 Introduction

Overlay network is defined as an application-level logical network built upon IP networks, and

it provides services including what the traditional IP network cannot provide, such as Quality of

Services (QoS) improving [1, 2] and multicast routing [3, 4]. Overlay routing is an application-

level routing mechanism on overlay networks [5-9], which provides application-level routes for

network application traffic, as depicted in Figure 1. One early and typical example is the Resilient

Overlay Network (RON) [10], in which each overlay node measures the end-to-end latency and

packet loss ratio of the network paths to other nodes, and determines the path for the overlay

network traffic, originating from the node, which can be either a direct path from the node to the

destination node or a relay path that traverse other node(s) before reaching the destination node

(Figure 1). In this thesis, the terms “overlay routing” and “IP routing” are utilized to refer to traffic

routing at the application level and the IP level, respectively.

One of advantage of overlay routing is that user-perceived performance can be improved com-

pared with IP routing [3, 7, 11-15]. Most of these studies focused on evaluations only with end-

to-end latency as an overlay routing metric. In [16], our research group revealed that a significant

performance improvement can be obtained by overlay routing based on bandwidth-related in-

formation such as available bandwidth and TCP throughput. Such performance improvement is

caused primarily by the policy mismatch between IP routing and overlay routing. IP routing is

mainly based on router-level hop count and Autonomous System (AS) level hop count. Besides,

Internet Service Providers (ISPs) who operate IP routing make their routing decisions based on

the monetary contracts against their neighboring ISPs, which are either transit or peering relation-

ships. Transit links and peering links has different monetary charge mechanisms, and each ISP

utilizes the routing configurations affected by such differences. On the other hand, overlay routing

primarily chooses the paths to enhance user-perceived performance such as end-to-end latency and

available bandwidth.

Whereas this policy mismatch would bring the improvement of end-to-end network perfor-

mance, it also generates a problem for ISPs’ cost structure and increase the inter-ISP transit cost

for the entire network [17, 18]. To reduce inter-ISP transit cost, locality aware methods have pro-

posed [19-21]. However, it is difficult to obtain locality information, that means which ISP each

node is in, and it may decrease user-perceived performance provided by overlay routing.
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One possible solution to this problem is to limit the overlay routing not to utilize paths which

increase the inter-ISP transit cost largely. However, the contract information between ASes (ISPs),

which determine that whether the relationship between ASes is transit or peering, is not available

directly and there is no simple end-to-end measurement method to obtain the number of transit

links. Meanwhile, our research group has revealed in [16] that the inter-ISP transit cost on the

end-to-end path may be estimated by network performance values measured easily by overlay

nodes. However, [16] presented no practical method to reduce inter-ISP transit cost in overlay

routing.

In this thesis, the author proposes a novel method to decrease the inter-ISP transit cost caused

by overlay routing, while keeping the performance improvement provided by overlay routing it-

self. The author defines a metric for the inter-ISP transit cost on a path chosen by overlay routing

as the number of transit links on the path and proposes a limited overlay routing with the metric.

To calculate the metric value, the author builds up a method to estimate the number of transit links

on a path from end-to-end network performance values which can be measured easily by over-

lay nodes such as router-level hop count, end-to-end latency, and available bandwidth. By using

multiple regression analysis of network performance values, the regression equation is derived to

estimate the number of transit links on a path.

The author confirms the effectiveness of the proposed method by evaluating the performance

of the overlay routing which is assumed to be operated on the overlay network on PlanetLab envi-

ronment and Japanese commercial network environment. First, to set a baseline for the discussion,

the author evaluates the performance improvement of the overlay routing without transit link lim-

itation. The author then evaluates the limited overlay routing which has the limitation on transit

links by using the true information on inter-ISP relationships. The author also evaluates the perfor-

mance of limited overlay routing which suppresses the utilization of transit links by the proposed

estimation method.

The rest of this thesis is organized as follows. In Section 2, the research background on

the overlay routing and its problem to the inter-ISP transit cost are described. In Section 3, the

author introduces the metrics for the overlay routing to choose a path. The author also presents

a metric of the inter-ISP transit cost and proposes a method to reduce inter-ISP transit cost with

the metric. In Section 4, how to obtain the dataset used in this thesis is described. In Section 5,

the author calculates the correlations between the number of transit links on a path and network
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Overlay Node

End Node
Relay path provided by overlay routing

Source Host Destination Host

Figure 1: Overlay routing

performance values and derives the regression equation. Then the author evaluates the accuracy of

the regression equation. Besides, the author investigates the difference in the network properties

in the PlanetLab environment and the Japanese commercial network environment by using the

analysis results. In Section 6, the results of numerical evaluation are presented to confirm the

effectiveness of the proposed method. Finally, in Section 7, the author summarizes the conclusion

and discusses future work.
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2 Overlay routing and its problem

2.1 Overlay routing

Overlay routing is a technique for network application to improve end-to-end network perfor-

mance by choosing the paths based on application-level network performance metrics such as

end-to-end latency, available bandwidth, and TCP throughput.

On the other hand, IP routing is mainly based on metrics such as router-level and AS-level

hop count, which do not always correlate with user-perceived performance. In addition, ISPs who

operate IP routing have their own cost structure based on commercial contracts with neighboring

ISPs and the routing configurations are largely affected by the cost structure. As mentioned in

Section 1, there are two types of link between ISPs1. One is a transit link that connects the upper-

level ISP and the lower-level ISP, and the other is a peering link used for peering relationship. The

monetary cost of a transit link is usually determined by the amount of traffic traversing the link and

the transit link is allowed to be used by the customers belonging to the interconnected ISPs. On

the other hand, there is almost no monetary charge for a peering link, except for the cost paid to

carrier companies for the physical link facilities. Therefore the peering link is allowed to be used

only by the traffic whose origin and destination are the interconnected ISPs. ISPs make routing

decisions by considering such differences between transit and peering links.

The advantage of overlay routing is mainly a result of the policy mismatch between IP routing

and overlay routing mentioned above. Figure 1 shows a typical example of the advantage. We

assume the IP routing uses direct path which is represented by the red arrow in the figure and the

overlay routing chooses the relay path which is represented by the blue arrow. The arrow length in

the IP network represents the end-to-end latency. When we compare the IP routing and the overlay

routing from the source host to the destination host in this figure, the direct path provided by the

IP routing has smaller router-level hop counts, but longer end-to-end latency comparing the relay

path provided by the overlay routing. Therefore, the overlay routing provides better user-perceived

performance (i.e., end-to-end latency) than the IP routing.
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Figure 2: Increase of number of transit links by overlay routing

2.2 Influence on the cost structure of ISPs

Although overlay routing can improve user-perceived performance as described above, overlay

routing may also generate traffic that does not follow the cost structure of the ISPs (i.e., the policy

of IP routing provided by the ISPs), and the ISPs may incur additional monetary cost caused by

such traffic. By accumulating such cost increase, it would increase the inter-ISP transit cost in the

entire network.

Figure 2 shows a simple example of the problem. There are three endhosts and all of them

work as overlay nodes. There are three overlay links between Node A and Node B, Node B and

Node C, Node C and Node A. Each overlay link includes some underlay (i.e., IP) links and each

underlay link is either a transit link or a peering link. In Figure 2, red links between ASes represent

transit links and blue links between ASes represent peering links.

It is assumed that Node A generates traffic to Node C. When using the IP routing or the overlay

routing which chooses the direct path (the red arrow in the figure), the traffic traverses two transit

links. On the other hand, when the overlay routing uses the relay path via Node B (the blue arrow),

the traffic traverses the transit links between Node A and Node B, and those between Node B and

Node C. So the sum of transit links traversed by the relay path increases by two comparing with

1We can ignore sibling links because they connect ASes which belong to the same organization.
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the direct path. As a consequence, the inter-ISP transit cost in the entire network increases.

In this thesis, in an attempt to resolve the above-mentioned problem, the author evaluates the

overlay routing mechanism focusing on the problem and proposes a novel method to reduce the

degree of the problem while keeping user perceived performance.
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3 Metrics for overlay routing

In this section, the metrics for the overlay routing to choose overlay-level paths are explained.

The author first introduces the metrics for the overlay routing to choose a path and also presents a

metric of inter-ISP transit cost. Then, the author proposes a method to reduce the inter-ISP transit

cost with the metric.

In this thesis, there are two candidates of overlay path, as described below.

• direct path - A direct path from the source node to the destination node, i.e., a one-hop path

with overlay routing.

• relay path - A path from the source node to the destination node via another node. In this

thesis, the author considers only the two-hop path, because paths with more than two hops

do not contribute to improve user-perceived performance [16].

3.1 End-to-end latency

The overlay routing based on end-to-end latency is suitable for applications that require quick

response rather than longer-term throughput such as Skype [22] and VNC [23]. The end-to-end

latency of the overlay link between overlay nodes i and j is denoted as δij . For the end-to-end

latency of a relay path, the sum of the latencies of the overlay links that make up the relay path

is utilized. Then, we determine the end-to-end latency of the direct path between nodes i and j,

which is denoted as D1
ij , and end-to-end latency of the relay path via node k, D2

ijk, respectively,

as follows.

D1
ij = δij (1)

D2
ikj = δik + δkj (2)

The author defines the best relay path as the path that has the smallest end-to-end latency among

all possible relay paths. The end-to-end latency of the best relay path can be described as follows.

D̂2
ij = min

k 6=i,j

(
D2

ikj

)
(3)

The author also introduces the improvement ratio, which is the ratio of the performance of the best

relay path to that of the direct path. The improvement ratio for end-to-end latency is defined as
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follows.

I(D2
ij) =

D1
ij

D̂2
ij

(4)

3.2 Available bandwidth

The overlay routing based on the available bandwidth is suitable for applications that generate a

large amount of traffic such as video streaming [24, 25] and file transmission [26]. The available

bandwidth of the overlay link between nodes i and j is denoted as βij . For the available band-

width of a relay path, the smallest bandwidth between the overlay links that make up the relay

path is utilized. Then, we determine the available bandwidth of the direct path between nodes i

and j, which is denoted as B1
ij , and the available bandwidth of the relay path via node k, B2

ijk,

respectively, as follows.

B1
ij = βij (5)

B2
ikj = min (βik, βkj) (6)

The available bandwidth of the best relay path, which has the largest available bandwidth among

all possible relay paths, can be described as follows.

B̂2
ij = max

k 6=i,j

(
B2

ikj

)
(7)

The improvement ratio for the available bandwidth, which is the ratio of the performance of the

best relay path to that of the direct path, is defined as follows.

I(B2
ij) =

B̂2
ij

B1
ij

(8)

3.3 Inter-ISP transit cost

Since inter-ISP transit cost is generated by the traffic which traverses inter-ISP transit links, we

can reduce the inter-ISP transit cost in overlay routing by decreasing the number of transit links

on a path used by overlay networks. Therefore, the author considers the number of transit links on

a path chosen by the overlay routing as a metric of the inter-ISP transit cost.

In what follows, τij represents the number of transit links of the path between nodes i and j.

Then, the number of transit links of the direct path between nodes i and j and that of the relay path
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via node k are given, respectively, as follows.

T 1
ij = τij (9)

T 2
ikj = τik + τkj (10)

The author proposes the estimation method of the number of transit links in Section 5, since there

is no simple end-to-end method to obtain the number of transit links on an end-to-end path.

3.4 Limited overlay routing to reduce inter-ISP transit cost

To reduce the inter-ISP transit cost by overlay routing, the author proposes the following constraint

on the overlay routing where the metric explained in Subsection 3.3 is utilized.

Tikj ≤ Tij + α α = 0, 1, . . . , n (11)

where α is the upper limit of the increase in the number of transit links utilized by a relay path

instead of a direct path. This means that the overlay routing mechanism would choose overlay-

level paths which increase the metric value in Subsections 3.1 and 3.2, under the limitation in the

increase degree of the number of inter-ISP transit links.
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4 Dataset

In this thesis, the author assumes two overlay network environments. One is the overlay net-

work which is constructed of PlanetLab [27] nodes. The other is the overlay network which is

constructed of nodes located at Japanese commercial ISPs. To evaluate the overlay routing and

the proposed method in each environment, the author needs to know the following properties on

the end-to-end path between overlay nodes: end-to-end latency, available bandwidth, router-level

path and hop count, and AS-level path and hop count. The author also needs the information of

the transit/peering relationships between ISPs to evaluate the transit cost of the overlay routing. In

what follows in this section the author explains how to obtain those values for each environment.

4.1 PlanetLab environment

In PlanetLab environment, the author obtained the dataset with the methods described below.

End-to-end latencies: We obtain latency of end-to-end path between PlanetLab nodes from Scal-

able Sensing Service (S3) [28]. In S3, the measurement results for all network paths be-

tween PlanetLab nodes, which are summarized every four hours, are available. For end-

to-end latency, S3 uses two types of latencies, one is measured latency which is actual

measured values and another is nv estimated latency which is estimated by Netvigator pro-

posed by Sharma et al. in [29]. Since measured latency is not available about many node

pairs, nv estimated latency is used in this thesis. To avoid the effect of day-to-day fluctu-

ation of the measurement results, the author mainly used the two weeks’ datasets obtained

from November 12 2008 to November 25 2008 and calculated the median of the datasets.

In addition, the datasets on October 25 2006, September 2 2007, and April 8 2009 are also

used to evaluate year-on-year changes in the effect of overlay routing in Subsection 6.1.

Available bandwidths: They are obtained with the same way as end-to-end latencies. The mea-

surement result of available bandwidth in S3 is obtained with two type of tools, pathChirp

[30] and Spruce [31]. In this thesis, Spruce data is used since pathChirp data may have

overestimated values, which is supposed by the fact that their values are larger than the bot-

tleneck link capacity measured by Pathrate [32] in S3 in roughly 60% node pairs. In the

case of Spruce, the ratio is around 20%.
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IP-level paths and router-level hop count: The author conducted traceroute commands be-

tween all node pairs in PlanetLab. In this thesis, the traceroute results obtained on

November 12 2008 are used.

AS-level paths and AS-level hop count: The author converts the IP-level path to AS-level path

by using the relationships between IP address prefix and AS number which is available at

the Route Views Project [33].

Transit/peering information: To obtain the number of transit links on each path, the author uti-

lizes the transit/peering relationship information between ASes which is available at CAIDA

[34]. This information is obtained with the method in [35, 36]. However, CAIDA does not

provide the relationship information for all links between ASes and there are many IP ad-

dresses for routers whose corresponding AS numbers cannot be obtained by the method

described above. Therefore, the author applies two additional methods to infer the relation-

ship information. One of the methods is based on the degree of each AS (the number of

outgoing links to other ASes). The author first obtains the degree of each AS from CAIDA

and derives the ratio at which the relationship is peering for each pair of degrees of ASes.

Figure 3 depicts the distribution of the ratio for various pair of ASes’ degrees. Then, the un-

known relationship information is stochastically determined according the ratio distribution.

The other method is based on the property of Boarder Gateway Protocol (BGP). When BGP

does not advertise the AS number of a router (i.e., the AS number of a router cannot be ob-

tained with above-described method) on the IP-level path obtained with the above-described

method, it may represent that there is no need to be advertised since the router belongs to

the same AS where the previous-hop router is located. For this reason, as depicted in Figure

4, when there exists an IP-level path which is constructed of the router of AS X, the router

whose AS number is not advertised, and the router of AS Y, then the relationships between

each router are estimated respectively as peering and as the relationship between AS X and

AS Y.

In this thesis, the number of transit links obtained with above methods is assumed as the “true”

number of transit links, and they are utilized for both of the analysis in Section 5 and performance

evaluation in Section 6.
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Figure 3: Peering ratio of each pair of ASs’ degrees

4.2 Japanese commercial network environment

The dataset on Japanese commercial network environment is obtained from one of our research

colleague. The dataset includes the full-mesh traceroute results and end-to-end latency mea-

sured with ping commands, for 18 nodes located at 13 Japanese commercial ISPs, so end-to-end

latency and IP-level paths can be obtained from the dataset. Since the dataset does not include the

data on available bandwidth, the evaluation on the available bandwidth-based overlay routing are

excluded in Section 6. In this thesis, the dataset obtained on March 22 2009 is utilized.

The other data, such as AS-level paths and transit/peering information, are obtained by the

identical way in Subsection 4.1.
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Figure 4: Relationships inferred from property of BGP
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5 Estimation of number of transit links on a network path

As described above, the number of transit links on the path between the source and destination

overlay nodes is utilized for inter-ISP transit cost. However, the number of transit links cannot be

known by overlay nodes because the contract information between ISPs is not disclosed in general.

Furthermore, there is no effective method to measure the number of transit links in an end-to-end

manner. Indeed, in [35], the relationships between ISPs are inferred by collecting BGP messages

from numerous backbone routers. Therefore, the author proposes a method for estimating the

number of transit links on a path from other network performance values, which can be measured

easily by overlay nodes.

The proposed estimation method first calculates the correlation coefficients between the true

number of transit links on a path and three kinds of network performance values to select pa-

rameters for multiple regression analysis. After that, the regression equation is derived by using

the selected parameters. In what follows in this section, the detailed process of the estimation

is described. The author also gives the regression equations for the PlanetLab environment and

Japanese commercial network environment and evaluates the estimation accuracy of the regression

equation. Besides, the author investigates the difference in the network properties in the PlanetLab

environment and Japanese commercial environment.

5.1 Correlation between number of transit links and network performance values

To select parameters for multiple regression analysis, the author first evaluates the correlations

between the true number of transit links and network performance values, which are end-to-end

latency, available bandwidth, and router-level hop count. For this purpose, Pearson’s correlation

coefficient [37] C in Equation (12) is utilized.

C =
∑

(xij − x̄)(yij − ȳ)√∑
(xij − x̄)2

√∑
(yij − ȳ)2

(12)

where xij is the number of transit links and yij is each performance value (i.e., router-level hop

count, end-to-end latency, and available bandwidth) on the path between nodes i and j. Table 1

lists the correlation coefficients whose values are between the true number of transit links and each

performance value in the PlanetLab environment. Unlike the correlation against the router-level

hop count and the end-to-end latency, the correlation between the number of transit links and the
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Table 1: Correlation coefficients
Router-level hop count 0.420

End-to-end latency 0.300

Available bandwidth -0.027

available bandwidth is close to zero. From the viewpoints of calculation complexity and accuracy

of regression analysis, available bandwidth is excluded from the multiple regression analysis.

For the Japanese commercial environment, there is no data on available bandwidth as men-

tioned above, so the same parameters (i.e., router-level hop count and end-to-end latency) are

selected.

5.2 Regression equation by multiple regression analysis

For the reasons described above, router-level hop count and end-to-end latency are utilized for

multiple regression analysis to estimate the number of transit links on a path. The author deploys

the linear least squares method to derive the regression equation. S represents the matrix of sum of

squares and products of the deviations between performance values and c represents the vector of

sum of products of the deviations between the true number of transit links and each performance

values. Then, b, which is the partial coefficient vector, is described as follows.

b = S−1c (13)

We denote the average number of transit links, router-level hop count, and end-to-end latency as t̄,

r̄, and d̄, respectively, and br and bd represent partial coefficient values for each parameter. Then

by, which is the intercept of the regression equation is described as follows.

by = t̄ − r̄br − d̄bd (14)

We also denote hij and δij as the router-level hop count and the end-to-end latency (ms) between

nodes i and j, respectively. Then we can calculate the regression equation to estimate the number

of transit links on a path, denoted as T e
ij , is described as follows.

T e
ij = brhij + bdδij + by (15)
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Table 2: Partial coefficient values of the regression equation

br bd by

PlanetLab 0.1353 0.002626 1.216

Japanese commercial network 0.2404 -0.0008878 -1.480

Table 2 shows the partial coefficient values for the PlanetLab environment, using the median of the

two weeks’ datasets explained in Section 3 and for the Japanese commercial network environment.

5.3 Estimation accuracy of regression equations

The author shows the evaluation results of the estimation accuracy of the regression equation to

confirm the effectiveness of the analysis. For this purpose, an estimation error between the true

number and the estimated number of transit links on a path is calculated for each overlay node

pair. Note that the estimation error considers positive and negative of each value. The true number

of transit links on the path between nodes i and j is denoted as T t
ij , and the estimated number of

transit links with the regression equation is represented by T e
ij . Then the estimation error of the

path between nodes i and j, dij , is obtained as follows.

dij = T e
ij − T t

ij (16)

Figure 5 plots the cumulative distribution of dij for the paths of all node pairs in PlanetLab

environment. For comparison purpose, the results for the single regression analysis using the

router-level hop count and the end-to-end latency are plotted, respectively. The figure indicates

that the maximum absolute underestimation error of the regression equation in Equation (15) is

smaller than four and that the absolute underestimation error is smaller than one for almost 80% of

overlay paths. Furthermore, compared to the result obtained using the single regression analysis,

the multiple regression equation can give more accurate estimation.

5.4 Network properties affecting regression equations

We can observe the difference between the regression equations on each environment as shown in

Table 2. The router-level hop count weighs heavily in the Japanese commercial network environ-

ment than the PlanetLab environment and the equations on each environment have approximately

21



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

-6 -4 -2  0  2  4  6

C
D

F
 o

f p
at

hs

difference between true-transits and estimated-transits (links)

multiple regression
single (router hops)

single (latency)

Figure 5: Estimation error distribution of the regression equation

the same intercepts in absolute value but the value in the PlanetLab environment is positive, while

that in the Japanese commercial network is negative.

What makes these differences can be found in Figures 6 and 7. Figure 6 shows the distribu-

tions of end-to-end latencies of all node pairs’ direct path in each environment. Figure 6 tells that

the latencies on Japanese commercial network are significantly smaller than that in the PlanetLab

environment, so the transit-link estimation by end-to-end latency is difficult in the Japanese com-

mercial network. Therefore, the router-level hop count weighs heavily in the Japanese commercial

network environment.

Figure 7 represents the cumulative distribution of the router-level hop count where the path

traverses the first transit link for all node pairs’ direct paths. The paths which have no transit links

are counted at the right endpoint of the x-axis. In the PlanetLab environment, 15% of all paths

traverse the first transit links within the beginning first three hops and 47% traverse within five

hops. In the Japanese commercial network environment, on the other hand, the values are 0% and

13%, respectively. This means that the paths in the PlanetLab environment have the first transit

links within the beginning several hops, so the equation has the positive intercept. On the other

hand, since the paths in the Japanese commercial network environment have no transit links in the
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Figure 6: End-to-end latency distribution

beginning part of the path, the equation has the negative intercept.

These differences of network properties may be caused by the differences between the Plan-

etLab environment and the Japanese commercial network environment. PlanetLab is a global

research network and constructed of the nodes which are in universities and enterprises, while the

Japanese commercial network is constructed of the nodes located at Japanese commercial ISPs.

The proposed method can obtain the regression equations appropriate to each network property.
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6 Numerical Evaluation of overlay routing

In this section, the author first evaluates the performance improvement of the overlay routing with-

out limitation on transit links as a baseline for the discussion. Next, to confirm the effectiveness

of the limitation on transit links, the author evaluates the overlay routing with the limitation on the

true number of transit links. Then, the author shows the results for the performance of the overlay

routing with the limitation on the estimated number of transit links to confirm the effectiveness of

the estimation method in Section 5 and the limited overlay routing proposed in Subsection 3.4.

In the evaluation, the author assumes the PlanetLab environment and the Japanese commercial

network environment as mentioned in Section 4. Since there is no data on available bandwidth, the

evaluation of available bandwidth-based overlay routing is excluded in the Japanese commercial

network environment.

6.1 Evaluation results without transit link limitation

Figure 8 shows the distribution of the relationships between the performance of the direct path and

that of the best relay path, which is the 2-hop relay path which has the best performance, for each

node pair in the PlanetLab environment. The results with end-to-end latency and available band-

width utilized as routing metric are shown in Figures 8(a) and 8(b), respectively. In each graph,

x-axis represents the performance of the direct path and y-axis represents that of the best relay

path corresponding to the direct path. The results in Figure 8 are based on the S3’s measurement

results on November 12 2008. These figures show that there is little difference between the direct

path and the best relay path in the case of end-to-end latency (Figure 8(a)). This means that end-to-

end latency-based overlay routing may improve user-perceived performance only slightly. On the

other hand, most node pairs have the best relay path which has larger performance than the direct

path in the case of available bandwidth. This result agrees with the results in [16], meaning that

available bandwidth-based overlay routing may improve user-perceived performance significantly.

Figure 9 plots the cumulative distribution of the improvement ratio, as defined in Section 3,

for all node pairs, when using end-to-end latency (Figure 9(a)) and available bandwidth (Figure

9(b)), respectively. In order to investigate year-on-year changes, the figures include the results

based on the datasets obtained on October 25 2006, September 2 2007, November 12 2008, and

April 8 2009. In the case of end-to-end latency (Figure 9(a)), the overlay routing shows the

25



best performance on October 25 2006, and the performance decreases on September 2 2007 and

November 12 2008. On April 8 2009 the performance is similar to the performance on November

12 2008. The ratios of node pairs that have at least one relay path that is better than the direct

path are 67%, 63%, 22%, and 22%, respectively. One possible reason is the decrease in the degree

of “distorted” routing configurations caused by commercial inter-ISP relationships. On the other

hand, in the case of available bandwidth, although the performances of the overlay routing on

November 12 2008 and April 8 2009 are better than the performances on October 25 2006 and

September 2 2007, there are significant improvements for all years. The ratio of node pairs that

have at least one relay path that is better than the direct path is larger than 95% for all years.

Figure 10 shows the result in the same manner as Figure 9 for the Japanese commercial net-

work environment. Since we do not have the data about available bandwidth for this environment,

the evaluation is only on the end-to-end latency-based overlay routing. The ratio of node pairs

that have at least one relay path that is better than the direct path is 15%. The tendency of the

results is similar to that with the datasets on November 12 2008 and April 8 2009 in the PlanetLab

environment in Figure 9.

6.2 Evaluation results with limitation on true number of transit links

Next, the author shows the results for the case with the limitation on the true number of transit

links which is explained in Section 4. The detailed algorithm of limited overlay routing can be

found in Section 3.

Figure 11 exhibits the cumulative distribution of the improvement ratio of all paths when

limiting the increase in the number of transit links, where α is the upper limit of the increase

in the number of transit links, described in Subsection 3.4. The results in Figure 11 are based

on the dataset which is the median of two weeks’ datasets obtained from November 12 2008 to

November 25 2008. Note that when α is small, we cannot find any relay paths that satisfy the

limitation for some node pairs. Figure 11 also indicates that, for the both case of using end-to-end

latency and available bandwidth as routing metrics, as α increases, the performance approaches

that for the case without limitation, and when α is greater than or equal to three, the performances

become approximately equal. From these results, we conclude that the overlay routing with the

limitation on the number of transit links can provide the performance similar to the case without

the limitation, when the limitation on the increase in the number of transit links is greater than or
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Figure 9: Year-on-year changes in improvement ratio distribution in PlanetLab environment
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Figure 10: Improvement ratio distribution in Japanese commercial network environment

equal to three.

Figure 12 shows the results in the same manner as Figure 11 for the Japanese commercial

network environment. Although the tendency of the results is similar to that in the PlanetLab

environment except for one difference. That is, when α is greater than or equal to one (three for

PlanetLab environment), the performance improvement is approximately equal to that without the

limitation. It is due to the difference in network property between both environments, which is

estimated in Table 2. That is, the number of transit links of paths in the Japanese commercial

network environment is smaller than that in the PlanetLab environment.

6.3 Evaluation results with limitation on estimated number of transit links

Finally, the author shows the evaluation results of the performance improvement of the overlay

routing with the limitation on transit links estimated by the proposed method to confirm the ef-

fectiveness of the proposed method. The datasets used in this subsection is identical to that in

Subsection 6.2.

Figure 13 plots the results in the same manner as Figure 11 with the estimated number of transit

links instead of the true number of transit links. This figure tells that when α is smaller than three,
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Figure 11: Improvement ratio distribution with the limitation on the true number of transit links

(PlanetLab environment)
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Figure 12: Improvement ratio distribution with the limitation on the true number of transit links

(Japanese commercial network environment)

there are many node pairs whose improvement ratio is zero in the figure and the portion increases

significantly compared with Figure 11, since a significant portion of the node pairs cannot find

any relay paths which satisfy the limitation. This is because of the estimation error described in

Subsection 5.3. On the other hand, when α is greater than or equal to three, the overlay routing

performance is approximately the same as in the case with the true number of transit links (Figure

11) and the case without the limitation (Figure 9).

Figure 14 shows the results in the same manner as Figure 13 for the Japanese commercial

network environment. The tendency of the results is similar to that in the PlanetLab environment.

When α is greater than or equal to one, the overlay routing performance is approximately the same

as the case with the true number of transit links (Figure 12) and the case without the limitation

(Figure 10). The results reveal the same advantage as for the PlanetLab environment.

6.4 Effect of geographic distribution of overlay nodes

One of possible discussions on the above results is that the results on the performance of the over-

lay routing may be biased by the skewed distribution of the locations of PlanetLab nodes. Indeed,
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Figure 13: Improvement ratio distribution with the limitation on the estimated number of transit

links (PlanetLab environment)
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Figure 14: Improvement ratio distribution with the limitation on the estimated number of transit

links (Japanese commercial network environment)

most of PlanetLab nodes are located at North America and Europe. To confirm the effect of the

geographic distribution of overlay nodes, the author finally investigated the performance of the

overlay routing where the overlay node distribution is tuned to the Internet host distribution. For

this purpose, the number of ASes in each Regional Internet Registry (RIR) in the current Internet

environment is utilized. Table 3 summarizes the distribution of the number of ASes obtained from

[38] and the number of utilized PlanetLab nodes in each region, which is determined proportion-

ally to the number of ASes. We randomly selected the PlanetLab nodes from each region and

evaluated the performance of the overlay routing which is operated by the selected nodes.

Figure 15 plots the results of distribution of the improvement ratio in the overlay routing with

selected nodes. By comparing Figures 13 and 15, the tendency of the results is almost identical

that with all nodes in the PlanetLab environment, especially when α is larger than or equal to

three. From these results, the author confirmed that the proposed method is effective for the

overlay routing not only in the PlanetLab environment which is mainly constructed of nodes in

North America and Europe, but also in the normal network environment.
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Figure 15: Improvement ratio distribution with the limitation on the estimated number of transit

links (selected nodes)
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Table 3: Number of ASes in each RIR and number of nodes for evaluation
RIR (region name) number of ASes number of nodes

ARIN (North America) 24422 50

RIPE NCC (Europe) 21065 43

APNIC (Asia) 5782 12

LACNIC (South America) 2815 6

35



7 Conclusion

In this thesis, the author proposed a method to reduce inter-ISP transit cost caused by overlay

routing. The proposed method estimates the number of transit links on a path using multiple

regression analysis of end-to-end network performance values which can be measured easily by

overlay nodes and limits the increase of transit links on overlay-routed paths to reduce inter-ISP

transit cost. Through the extensive evaluation using measurement results in the actual network

environment, the author confirmed the effectiveness of the proposed method. The absolute under-

estimation error of the proposed estimation method is less than one in almost 80% of overlay paths

and the overlay routing with the proposed method can achieve almost the same degree of perfor-

mance improvement as that without the transit link limitation, while significantly decreasing the

number of transit links traversed by overlay-routed paths. The results revealed the advantage of

the proposed method whereby we can control the number of transit links in overlay routing using

measurable network performance values, while preserving the performance improvement by the

overlay routing.

In the future, the author intends to consider different mechanisms to decrease inter-ISP transit

cost by explicit cooperation between ISPs and overlay network applications, such as [39, 40].

These mechanisms can optimize routing of intra-ISP traffic in each ISP, but inter-ISP traffic is

not considered. Therefore, after investigating properties of these mechanisms, the author plans to

build up a mechanism considering routing of both intra-ISP and inter-ISP traffic by combining the

proposed method in this thesis and these mechanisms.
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