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Abstract Mobile ad hoc networks (MANETS) have various merits over a traditional wired network, e.g. requir-
ing no fixed infrastructure. However, routing in MANETSs faces many difficulties, e.g. frequent topology changes
and easily interfered multiple access medium. Therefore, a routing protocol is required to be robust and adaptive
against topology changes and packet collisions. Biologically-inspired systems are known for their robustness and
self-adaptability to a changing environment. Therefore, our proposed protocol (MARAS) utilizes a biologically-in-
spired mechanism, called attractor selection, to achieve robustness and adaptability. In MARAS, each node sets
up a routing vector toward its destination. The routing information is continuously updated by the path condition
information, called activity, and used in the next hop selection process of data packet forwarding. The evaluation
results show that our routing protocol has a better performance than AODV in both static and random failure

scenarios. In particular, MARAS has higher delivery efficiency with lower transmission overhead per successfully

delivered packets.
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1 Introduction

Mobile Ad Hoc Network (MANET) is the research do-
main that has been receiving a lot of attention in the last
few decades. MANETS differ from the traditional wired net-
works because they are independent of a fixed infrastructure;
this allows the mobile nodes to move freely and makes many
useful applications possible in MANETSs. However, this flex-
ibility causes difficulties in routing as it comes with unpre-
dictable dynamic changes in topology, decentralized control,
limited energy, and limited bandwidth [1]. For this reason,
one of the most active research areas in MANETS is on rout-
ing protocols.

Many MANET routing protocols have been proposed in
the past and they can be distinguished into two main cat-
egories: proactive and reactive (or on-demand) protocols.
We focus our research on on-demand protocols as proactive
methods consume too much energy in exchanging the rout-
ing information on a periodic basis, especially pure proactive
protocols like DSDV. In addition, it has been shown that
DSR (reactive) is better than OLSR (proactive) in terms of
Among the on-demand protocols,

energy consumption [2].

we choose AODV as it is more scalable and more adaptive
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than DSR [3]. However, AODV has its own weaknesses, i.e.,
it causes high load on the network because of routing over-
head (mainly flooding) and it does not take the link quali-
ties into account, which possibly results in selecting unstable
links [4]. Therefore, we aim at designing a routing protocol,
which is more robust and adaptive against unstable condi-
tions in the network and causes lower overhead routing pro-
tocol than AODV.

To achieve robustness and adaptability, we consider a
biologically-inspired mechanism. As biological systems are
well-known for their robustness and adaptability, there is a
lot of research adopting mechanisms inspired by biology, e.g.,
swarm intelligence and ant colony optimization (ACO). For
MANETS, many biologically-inspired routing protocols have
been proposed and most of them are based on swarm intel-
ligence, e.g., AntHocNet [5] and BeeAdHoc [6]. Note that
our protocol however uses a biologically-inspired mechanism
from cell biology called attractor selection and is not based
on swarm intelligence.

Our robust and adaptive mobile ad hoc routing with at-
tractor selection (MARAS) is an extended work from [7]
which is based on [8,9]. MARAS is a noise-driven on-demand

protocol which uses feedback of delivered data packets from
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the destination for route maintenance. Using the feedback
information along with the attractor selection mechanism al-
lows MARAS to recover from link failures without issuing
any additional broadcast control message like AODV. Ac-
cording to the evaluation results, in most scenarios MARAS
has higher delivery efficiency than AODV and in high node
density cases MARAS has lower transmission overhead per
successfully delivered packet.

This paper is organized as follows. First, we introduce the
attractor selection mechanism and the derived mathemati-
cal model in Section 2. Next, we describe our protocol in
Section 3. Then, in Section 4, the evaluation results are pre-
sented and discussed. Finally, we conclude and list future

work in Section 5.
2 Background and Model

In this section, we introduce the background of the adopted
biologically-inspired mechanism and our derived mathemat-
ical model. Additionally, we explain the notation that will
be used in the rest of this paper.

2.1 Attractor Selection Mechanism

The attractor selection mechanism is modeled after the
behavior of E. coli cells, which is capable of adapting to dy-
namically changing nutrient conditions in the environment
without an embedded rule-based mechanism [10]. The equi-
librium conditions in the metabolic network are called at-
tractors. Since the biological systems are dynamic, there are
changes in the system all the time. For example, when the
cell becomes unstable by external influences or internal noise,
its gene expression state will be driven to other attractors to
return the cell to a stable condition. As there are more than
one possible stable conditions, there is a mechanism to se-
lect a suitable attractor among multiple attractors, which is
called attractor selection. Please refer to [7] for more details.

2.2 Our Mathematical Model

The attractor selection is adopted in our protocol for next
hop selection among neighbors. Hence, we map the vector of
neighbors to 7, which contains value m;, called state value,
indicating if the neighbor i** should be selected and map ac-
tivity o to the information which shows the goodness of the
current routing condition. Moreover, as we consider unicast
traffic between the source and the destination, the selection
shall select a single next hop neighbor at a time. Therefore,

we design the attractor selection function as
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where ¢ = 1,..., M, Mmaz = max;=1,. m(m;), s(a) =

alfa? + ¢*], da) = a, ¢* = 1/4/2, and n; is the white
noise.

In the case that the activity « is high, the Eqn. (1) gives
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Fig. 1: The dynamics of M alternatives’ value from attractor se-
lection model (M = 6). The solid lines represent the m; values

while ‘4’ line represents the activity a.

the m which has a single high value and M — 1 low values.
This means that only one neighbor will be selected as the
next hop as only the maximum value is selected in our pro-
tocol. While in the case that activity « is low, the Eqn. (1)
gives a random M where each member m; has roughly the
same value, so that the appropriate selection can be found
easily requiring only small differences.

The dynamics of M alternative values from Eqn. (1) is
shown in Figure 1. From the time t = 0 to 25, the a is
low, therefore, each value m; receives more effect from noise
and has a random value. When the solution is found, i.e.,
after time t = 26, « starts increasing. Therefore, the gap
between selected value and non-selected values grows larger
and becomes stable with one high value and M —1 low values
once the a = 1.0 which indicates that the system reaches the

suitable attractor.

3 Biologically-inspired Routing Protocol
for MANETSs

MARAS is an on-demand routing protocol which sets up
the route upon request. In MARAS, each node maintains
its own routing table and neighbor list. We assume the bidi-
rectional connectivity between each pair of neighbor nodes.
MARAS uses feedback packets to update the routing infor-
mation and ignores the outdated information. As the unidi-
rectional links will never be updated by the feedback packets,
they are automatically ignored.

3.1 Route Establishment

We use the same route establishment mechanism as stated
in [7] which utilizes broadcast route request packet (RREQ)
and unicast route reply packet (RREP). The state value of
a neighbor in routing vector is set to one when the RREP is
received from that neighbor while all others are 0. Moreover,
if the current node has no route entry for that destination,

then it will set up a new random vector which contains equal
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state values m; = X for every neighbor ¢ and starts the ran-
dom walk mechanism.

3.2 Routing Information

The routing information stored at each node in the route
entry are 1) a destination address, 2) an attractor selection
vector, called a routing vector m = (mi,ma,...,mur), 3) an
activity «, 4) a precursor list, and 5) a feedback window.

Regarding the precursor list, it contains the addresses of
the source nodes which use this route entry along with the
last neighbor that sent the data packet originated at that
source node via the current node. The feedback window will
be explained in Section 3.4. 1.

3.3 Data Packet Forwarding

Using attractor selection, MARAS selects the neighbor
which has the mazimum state value in the routing vector
as a next hop. The data packet is forwarded to this next hop
and the process repeats itself until it reaches the destination.
The next hop is selected by the maximum state value as it
shows the highest potential of that neighbor on delivering
the data packet to the destination.

The concept of attractor selection along with the maxi-
mum state value favors the next hop selection in a way that,
MARAS will keep selecting the same next hop as long as the
activity is high. When the activity drastically decreases, the
noise will increase the other candidates’ state values to allow
the selection of a different neighbor. Hence, MARAS is able
to quickly recover from the undesirable conditions.

3.4 Route Maintenance

MARAS maintains the same route as long as it is being
used and removes unused route entries after a period of time
to save the resources. In order to keep the routing informa-
tion up-to-date, MARAS uses the feedback packet to learn
the current condition of the network. Moreover, it updates
the routing vector using a calculated activity to adapt the
next hop selection according to the current network condi-
tion. The activity is decayed over time due to the reasons
stated in [7]. Regarding the local connectivity maintenance,
we use HELLO packet which is similar to AODV [11].

3.4.1 Feedback Packet

Upon the data packet arrival at the destination, a feed-
back packet is generated and sent back to the source. The
feedback packet exploits the memorized previous hop in the
precursor list at each intermediate node to take the most re-
cent route back to the source and avoid getting lost. During
its journey, it leaves its travelled hop count information in
each intermediate node’s feedback window for the purpose of
activity calculation. The feedback window is the sliding win-
dow which keeps the hop count to destination and deletes
this hop count after window interval T to avoid using the

outdated information.

3.4.2 Activity Calculation

The activity of each routing vector is calculated upon the
feedback packet arrival based on the most recent feedback
packet’s travelled hop count and the minimum travelled hop
count in the feedback window. Supposed that the feedback
packet arrives at time ¢, the activity is calculated using the

following equation:
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where W is the feedback window which contains n hop count
values, each of which is wy € W for k =1,...,n, and w, is
the travelled hop count of the most recent feedback packet
arriving at time ¢.

This activity changes according to the hop count to the
destination in the range between 0 and 1. If the hop count
to the destination becomes larger, then it means that the
current path to the destination is unstable, e.g., link failure
or node movement occurs, and the attempt to find a better
path should be made. Therefore, the activity will decrease
in such situation and the effect from noise will induce a ran-
dom walk. On the other hand, once a shorter path is found,
the a(t) will immediately become 1, and MARAS will keep
using this path until another change occurs in the network.

3.4.3 Routing Vector Update and Activity Decay

In our protocol, we use the simple activity decay equation

on the stored activity:
Qdecayed = (stored — 67 (3)

where the decay constant § = 0.1 is used for the current im-
plementation. The decay process is periodically performed
over interval 7. The activity decay mechanism is performed
regardless of the feedback packet arrival. Therefore, when
there is no incoming feedback packet, the activity will con-
tinuously be decayed and the routing vector will be updated
by using the decayed activity.

To keep the information in the routing vector consistent to
the value of activity, the routing vector is always updated af-
ter there is any change of the activity value, i.e., on feedback

packet arrival and activity decay.
4 Evaluation

We evaluate MARAS by performing simulations with a
network simulator called QualNet. We compare MARAS to
AODYV in QualNet version 4.0 which is based on AODV draft
8 [11] with extensions from draft 9 [12].

4.1 Simulation Setting

The area of evaluation scenario is 1500x1500m?. Nodes
are placed uniformly within this area using the uniform node
placement tool available in QualNet. The tool devides the

area into grids with the number of tiles equal to a number
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Table 1: Simulation parameters of MARAS

Parameter Value
High value in s(a) calculation g 10
The exponent of « in s(a) calculation v 3
Window interval T 1.0s
Initial random-walk vector’s state value A | 0.5
Decay constant § 0.1
Decay interval 7 1.0s

of node and places the node randomly within the tile. Fur-
thermore, nodes are placed in order from lower left corner to
the upper right corner. The number of nodes is varied from
49, 121, 169, to 256 in the same area to study the effect of
node density. The node positions remain the same through-
out the simulation as node movement is not considered in
this evaluation scenario. Instead, we study the adaptability
of our proposal by using a failure model which is described
in Section 4. 2. Moreover, each point in the evaluation figure
is the average value from 100 simulation runs.

Each node in the simulation uses the IEEE 802.11b wire-
less module with data rate of 2 Mbps. The estimated radio
range is 510s as we use QualNet’s free-space model without
fading. Regarding the traffic, constant bit rate (CBR) is used
as an application with UDP as a transport layer protocol. In
order to observe the pure MARAS performance, we selected
UDP as a transport protocol to avoid effects from TCP’s
control mechanisms, e.g., congestion control. We use CBR
bit rate of 8 kbps which sends out 10 packets per second.
The simulation time is 3000s where the traffic starts at Os
and ends at 2500, and the last 500-second interval is spared
for any delayed packets. Additionally, the wireless interface
buffer at each node can store 50,000 packets which could be
considered as infinite for the current traffic condition.

In this evaluation, MARAS is compared to 3 differ-
ent variations of AODV which are AODV, AODV+L, and
AODV+LI First, AODV is a standard AODV configuration
without local route repair feature and only the destination
can respond to a route request message. Next, AODV+L
is a standard AODV with an addition of local route repair
feature. Finally, AODV+LI is a standard AODV including
local route repair feature and allowing an intermediate node
to respond to a route request. We use these variations of
AODV to study the effect of the amount of route recovery
control messages.

The specific parameters of MARAS are described in Ta-
ble 1. The other parameters of AODV and MARAS, which
are not stated here, are the default values according to Qual-
Net 4.0.

4.2 Failure Model

In this evaluation, a failure model is used to simulate topol-

ogy changes which are caused by joining nodes and leaving
nodes. We force a number of nodes to fail at the same time
by switching their wireless interfaces off using the available
API in QualNet. Consequently, the link failures occur and
the route recovery performance can be evaluated using this
failure model. Failing nodes are randomly selected from all
the nodes in the simulation area excluding the source(s) and
the destination(s).

To maintain the number of active nodes, the failure pe-
riod is shortened as the number of failure occurrences is in-
creased. In other words, the number of failure occurrences
proportionally reflects the degree of network dynamics.

The settings of numbers of failure occurrences are 0 - 90
with the increment step of 10 occurrences. The first group
of nodes starts failing at 0s and the failures iteratively oc-
cur every (2,500/the number of failure occurrences)s. The
failure lasts for the same interval and the last failure ends
at 2,500s.

rences or a static scenario. Moreover, the numbers of failing

Note that the value 0 means no failure occur-

nodes are approximately 25% of all nodes, which are 12, 30,
42, and 64 nodes for 49, 121, 169, and 256 nodes scenario,
respectively.

4.3 Single Session Scenario

In this scenario, we have only one source and destination
pair. The source is the first node, which is positioned at
the lower left corner, and the destination is the last node,
which is positioned at the upper right corner of the scenario
area. The results shown in Figure 2 are from the 256 nodes
scenario. However, we also show the comparison with other
node density values in Figure 3.

The delivery efficiency results are shown in Figure 2(a) on
the Y-axis against the number of failure occurrences on the
X-axis. The delivery efficiency is measured from the number
of delivered packet at the destination out of 25,000 pack-
ets in this simulation. From Figure 2(a), it can be observed
that MARAS has the highest delivery efficiency in all cases.
Moreover, among the variations of AODV, AODV+LI has
the highest delivery efficiency which reflects that the route re-
covery control messages greatly affect the delivery efficiency.

We define the overhead metric as the transmission over-
head per successfully delivered packet. This transmission
overhead is the sum of the number of unicast and broadcast
transmissions on the network layer from every node in the
network. Therefore, this metric indirectly indicates the net-
work load inflicted by the routing protocol per successfully
delivered packet. According to Figure 2(b), even though
MARAS uses a feedback packet per every successfully de-
livered packet, which causes traffic to be doubled, MARAS

achieves lower overhead in all cases. Moreover, the overhead

of MARAS remains almost constant regardless of the num-
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Fig. 3: Evaluation results of the single session scenario with 256 nodes and 90 failure occurrences against the number of nodes

ber of failure occurrences while the overhead of AODV has
the tendency to increase with the network dynamics.

The last metric is the average path length which is cal-
culated by averaging travelled hop count of successfully de-
livered packets. Figure 2(c) shows the average path length
results and MARAS has approximately 3.5 times longer path
length than the others. Normally, MARAS should cause
more overhead and has lower delivery efficiency as it has a
longer path. However, surprisingly, neither the overhead nor
the delivery efficiency are the same as the expected results
as in normal cases. Our assumption is that, MARAS takes
a longer path to avoid using the congested or unstable links
unlike AODV which insists on using the shortest path.

Note that the sudden changes between £ = 0 and =z = 10
in every graph are caused by the different number of active
nodes. As the failure model puts 25% of nodes into inactive
state, there are less collisions caused by HELLO packets and
less radio interference. Therefore, improvements of perfor-
mance are expected in such situation.

In Figure 3, we show the results from 90 failure occurrences
scenario (the worst case). Figure 3(a) has the delivery effi-
ciency on the Y-axis and the second row has the overhead
on the Y-axis. The X-axis is the number of nodes or node
density for both rows. It can be observed that the perfor-

mance of AODV regarding node density drops in non-linear

manner while the performance of MARAS drops in linear
manner. Hence, it is enough to say that MARAS is more
scalable than AODV.

4.4 Two Sessions Scenario

After we have observed the average path length of
MARAS, we decide to evaluate the performance of MARAS
when the traffic increases compared to AODV. This scenario
has two source and destination pairs. The first pair is the
same to the single scenario while for the second pair the
source is the second node and the destination is the second
to last node. For the simplicity of comparing the result with
the single session scenario, all the results are the average of
the two sessions in this scenario.

In Figure 4, similar results to the single session scenario
can be seen from 256 nodes scenario. While the average
path length of MARAS is still approximately 3-4 times
longer than AODV, MARAS has higher delivery efficiency
and lower transmission overhead per successfully delivered
packet in all cases. Moreover, the performance gap between
MARAS and AODYV increases, which shows that MARAS
can handle a higher amount of traffic than AODV before
the performance degrades. Furthermore, another evidence,
which shows that AODV inflicts higher network load than
MARAS, can be observed from a large difference in delivery

efficiency of AODV+LI when comparing the Figure 4(a) and
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Figure 2(a), which are both 256 nodes scenarios.
5 Conclusion and Future Work

In this paper, we present MARAS, a robust and adaptive
biologically-inspired mobile ad hoc network routing protocol.
The next hop selection of this protocol uses the attractor se-
lection mechanism inspired from cell biology. This protocol
establishes the route reactively and maintains it by using
the feedback packet for each delivered packet at the destina-
tion. The feedback packet evaluates the route that the data
packet has taken and updates the activity at each node in the
route, allowing the route to react to changes in the network
without creating extra control overhead on changes. As a
result, MARAS has a higher delivery efficiency than AODV
because of its robustness to link failures, while creates lower
overhead than AODV as it is adaptive to network dynamics.
Moreover, according to the evaluation results, the overhead
of MARAS remains almost constant and the delivery effi-
ciency decreases slower than AODV when the node density
increases, by which we conclude that MARAS is more scal-
able than AODV.

As a result from this study, an assumption has been made
regarding the scalability advantage of maras that MARAS
can avoid using the congested and unstable links. As future
work, it would be interesting to see if MARAS can be used as
a load balancing or traffic management protocol as the ran-
dom walk mechanism has been found capable of such ability.
At least, we could learn the limit of the traffic that MARAS
can handle from this study, which could be useful for real

world application.
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