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Abstract

To satisfy diverse requirements of users and applications, variety of application-oriented

overlay networks are deployed over physical IP networks. Since these overlay networks

share and compete for physical network resources such as routers and links, they interact

and interfere with each other. Consequently, the quality of service of physical networks

perceived by an overlay network dynamically changes for unpredictable internal and ex-

ternal causes. As far as overlay networks selfishly and independently behave, the overall

performance easily deteriorates. In this paper, for multiple overlay networks to achieve

more adaptive and stable performance in the shared environment, we propose a novel

multipath routing mechanism. With our mechanism, each overlay network autonomously

distributes traffic among available paths taking into account the load of paths, so that the

max-min fairness in sharing network bandwidth among overlay networks can be achieved.

For this purpose, we adopt a model of adaptive and autonomous behavior of biological sys-

tems, that is, the attractor selection model. In the attractor selection model, a biological

system, e.g. bacteria, adapts its behavior such as metabolic synthesis to keep the activity

or growth rate high in dynamically changing nutrient condition. By regarding multipath

routing as metabolic synthesis, we can expect adaptive routing in dynamically changing

load condition. We conduct simulation experiments where multiple overlay sessions hav-

ing multiple available paths exist over a single physical network. Simulation results show

that overlay networks fairly share the link bandwidth in a max-min fair manner with the

average mean square error of 0.05, whereas there is neither centralized control nor global

optimization. Overlay networks are also shown to be adaptive to dynamic changes in the

network condition caused by injection of background traffic.
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1 Introduction

Many overlay networks are deployed in the Internet to satisfy diverse requirements of a

variety of applications and various network services, which are beyond basic functionality

of the Internet. For example, content distribution networks (CDN) such as Akamai [1]

usually construct overlay networks for multicasting [2], since the current Internet does not

support IP multicast services globally. Overlay routing is another example of applications

of overlay network technologies and one of popular research areas [3, 4, 5, 6]. In the

Internet, an underlying IP network provides an end-to-end session with a hop-count based

shortest path only, where the physical link cost is given as one or an inverse of link

capacity. As new applications emerge, a need arises for communication paths satisfying

other QoS (Qualty of Service), such as bandwidth for video streaming, delay for real-time

applications such as video conferencing, and other attributes, e.g. stability, availability,

and robustness. By using overlay network technologies, routing can take into account a

variety of network characteristics in finding and establishing a path which satisfies various

QoS requirements of an application, whereas an overlay link between a pair of overlay

nodes is still governed by physical routing mechanisms.

However, it should be noted that physical network resources such as link bandwidth

and processing and buffering capacity of routers are shared among overlay networks. If

they compete for the limited physical resources in a selfish manner to pursue their own

benefit and maximize their utility, they disrupt each other and it leads to degradation

of the whole performance. Several papers [7, 8, 9, 10, 11, 12] analyzed such harmful

interactions and showed that selfish routing led to the instability of a system, degraded

performance of competing overlay networks, and made traffic engineering meaningless.

An example of such harmful interactions is that a change an overlay path in an overlay

network to avoid a congested link affects the performance of other overlay networks sharing

the same physical network resources and it causes chains of reactions.

In these papers, they not only pointed out the problem, but also proposed mechanisms

to solve the problem. For example, [7] makes suggestions to improve the overall stability of

the system by imposing some restraints, e.g. randomization. The problem of competition

becomes more harmful and becomes difficult to resolve when we consider overlay multipath

8



routing. For example, [13] proposes a game-theory based framework to resolve competition

and maximize the global utilization. However, it requires the global view of the whole

network to be provided to overlay networks and thus suffers from the scalability issue.

In this thesis, we propose a cooperative multipath routing for overlay networks where

each overlay network autonomously distributes traffic among multiple paths. For this

purpose, our proposal is based on our previous work on overlay multipath routing and

extends it to accomplish the fair share of bandwidth. Our research group proposed an

overlay multipath routing mechanism for adaptive and stable route selection under dy-

namically changing traffic condition [14]. The proposal there was based on a nonlinear

mathematical model, called the attractor selection model. The attractor selection model

imitates adaptive behavior of biological systems, e.g. bacteria, which adaptively adjust

the rate of nutrient synthesis to keep alive and growing in dynamically changing nutrient

condition. By regarding bacteria as overlay networks, selection of nutrient to synthesize

as selection of path to use, and the growth rate as the performance, the proposed mecha-

nism can achieve adaptive and stable multipath routing. Although in [14] we considered

the behavior of only single overlay network, we believe that cooperative behavior emerges

through interaction among overlay networks, each of which reacts to dynamically changing

network condition. However, the process of emergence is unpredictable and uncontrollable

and as such the resultant condition could be unfair in a viewpoint of sharing bandwidth.

Therefore, in this thesis, we first extend the attractor selection model to model com-

petition among overlay networks for bandwidth. The extension is based on symbiotic

behavior of bacteria in a reactor [15]. In the model of symbiosis of closely-related species

of bacteria, bacteria indirectly interact with each other by permeation of metabolites

through cell membrane. Metabolites diffuse through the cell membrane from and to the

reactor in accordance with difference in metabolic concentrations in the cell and the reac-

tor. The metabolic concentrations in the reactor correspond to traffic condition of logical

links in overlay multipath routing. With our proposal, a sender of an overlay network

autonomously determines the amount of traffic to send and distributes the traffic among

multiple paths available between sender and receiver. As a result of autonomous behavior

of overlay networks and interaction among them through competition for shared physical

resources, the network bandwidth is well utilized and shared among overlay networks in
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the max-min fair manner.

We conduct simulation experiments where multiple overlay sessions having multiple

available paths exist over a single physical network. We first evaluate the adaptability of

multipath routing by injecting background traffic to the network. Then, we evaluate how

the max-min fairness is achieved among multiple overlay sessions.

The rest of the paper is organized as follow. In Sect. 2, we introduce the mathematical

model of biological adaptation which our multipath routing is based on. Next in Sect. 3,

we propose a multipath routing mechanism based on the extended attractor selection

model. In Sect. 4, we evaluates the behavior of our multipath routing through simulation

experiments. Finally, we summarize this paper and explain future directions in Sect. 5.
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2 Biological Models

In this section, we explain the attractor selection model for adaptive nutrient synthesis of

bacteria and the extended attractor selection model which additionally models symbiosis

of bacteria in the shared environment.

2.1 Attractor Selection Model

The attractor selection model is a model of adaptive behavior of biological systems [16]. An

attractor is a stable state of a dynamic system where a system converges after transition

from the initial state. Bacteria, i.e. E.coli cells have a metabolic pathway, that is a network

of chemical reaction in metabolic synthesis, to synthesize two different nutrients. Since

chemical reactions of two nutrients are in the relation of mutual inhibition, a bacterial cell

generates either of the two nutrients at a time. When the environment contains sufficient

amount of both nutrients, a cell can live independently of which nutrient it produces.

Once the environmental nutrient condition changes, for example, to lack of one nutrient,

a cell autonomously and adaptively begins to produce the lacking nutrient to keep alive

and growing. Although bacteria show such autonomous and adaptive behavior, there is

no pre-programmed rule such as a signal transduction pathway. Instead, adaptation is

driven by biological noise.

Figure 1 illustrates the condition where a bacteria cell is in a reactor whose culture

media contains two kinds of nutrients necessary for growth of bacteria. Nutrients permeate

the membrane and are used by bacteria to grow. Now, consider the concentrations of

nutrients in a cell, denoted as m1 and m2 for nutrient type 1 and 2, respectively. The

dynamics of nutrient concentrations is formulated as,

dm1

dt
=
syn(α)
1 +m2

2

− deg(α)m1 + η1 (1)

dm2

dt
=
syn(α)
1 +m2

1

− deg(α)m2 + η2 (2)

where α corresponds to the growth rate of bacteria, syn(α) and deg(α) are the rate coef-

ficient of synthesis and decomposition, respectively and η1 and η2 are the white Gaussian

noise as internal and external noise that affects the nutrient concentrations.
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bacterianutrient 1 in reactornutrient 2 in reactorreactoruse to grow nutrients in cell
Figure 1: Bacteria in reactor in attractor selection model

growth rate (α) / current statenoise
Figure 2: Dynamics of state of bacteria with high growth rate

growth rate (α) /
current state noise

Figure 3: Dynamics of state of bacteria with low growth rate
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growth rate (α) /current statenoise
Figure 4: Dynamics of state of bacteria with increasing growth rate

Bacteria’s growth rate α changes in accordance with nutrient concentrations in the cell

and the reactor as,

dα

dt
=

prod

(( threshold1
m1+ρ1

)n1 + 1)× (( threshold2
m2+ρ2

)n2 + 1)
− cons× α (3)

where prod and cons are the rate coefficients of the production and consumption of nutri-

ent, ρi is concentration of nutrient i in the reactor, and thresholdi and ni define sensitivity

of nutrient i.

The function syn(α) and deg(α) are given as, for example, ,

syn(α) =
6α

2 + α
(4)

deg(α) = α (5)

When we consider this nonlinear dynamics without the noise terms, the dynamic system

has an attractor (m1, m2)=(m∗, m∗) with high activity α and attractors (m∗, 1/m∗) and

(1/m∗, m∗) with low activity. Here, m∗ is a constant.

In the attractor selection model, bacteria regulate synthesis rate of nutrients in ac-

cordance with dynamically changing nutrient condition in the environment. When the

nutrient concentrations ρ1 and ρ2 are high enough in the reactor, the growth rate α of

bacteria is high. Therefore, the influence of noise term in Eqs. (1) and (2) becomes small

and the nutrient synthesis is dominated by the nonlinear dynamics defined by the first two

terms in the right-hand side of the equations. Then, a bacteria cell stays at the attractor

where concentrations m1 and m2 are at the same level (Fig. 2). When one of nutrients

lacks from the reactor, growth rate α initially decreases. As a consequence, the dynamics
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of bacteria becomes being driven by noise (Fig. 3). When a cell occasionally begins to

synthesize the missing nutrient and the corresponding nutrient concentration increases,

the growth rate eventually increases. Then, a cell is entrained to the attractor and stays

there stably (Fig. 4). In this way, bacteria adaptively choose an attractor appropriate for

the environmental condition.

Figures 5 through 7 show how bacteria adaptively select nutrient to produce by using

simulation results. In these figures, the x-axis corresponds to simulation time and the y-

axes show the nutrient concentrations ρ1 and ρ2 in the reactor, the nutrient concentrations

m1 and m2 in a cell, and the growth rate α, respectively. Parameters used in the simulation

are summarized in Table 1. At the beginning, the nutrient concentrations in the reactor

are set at 3 as shown in Fig. 5, which are sufficient for the cell to grow as the high

activity implies in Fig. 7. At this time, the nutrient concentrations in the cell are at the

same level as shown in Fig. 6. Next at time 1000, nutrient 1 is cut off. Consequently,

nutrient concentration ρ1 decreases and the activity decreases as well. By being driven by

noise, the cell eventually begins to synthesize nutrient 1 and the nutrient concentration

m1 increases at around 1100. Since this selection compensates the lack of nutrient 1 in

the reactor, the growth rate is recovered to some extent at around 1100. Then, nutrient

condition in the reactor changes for reinjection of nutrient 1 at time 2000. The cell reacts

to this change and the nutrient synthesis becomes the same as the initial phase. Finally,

nutrient 2 is cut off at time 3000, and the cell successfully changes its state to synthesize

nutrient 2 and keeps it stably. Simulation results support the qualitative description of

adaptive behavior.

2.2 Extended Attractor Selection Model

In a reactor, not only one, but many bacteria co-exist and their strains could be different

from each other. The extended attractor selection model models symbiotic behavior of

bacteria of closely related strains, where interaction among bacteria is formulated more

explicitly. As with the attractor selection model, we consider two nutrients indispensable

for growth of bacteria. Because of mutually inhibiting metabolic synthesis, a cell of bacte-

ria can synthesize either of the two nutrients. Through permeation of membrane, nutrients

diffuse between bacteria and the culture in the reactor (Fig. 8).
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Table 1: Parameters used in simulation of attractor selection model

mean of ηi 0

variance of ηi 0.01

initial nutrient concentration mi 0.5

production coefficient prod 1

consumption coefficient cons 0.8

threshold thresholdi 1

exponent ni 2
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reactor bacterianutrient 1 in reactornutrient 2 in reactor nutrientsin cellpermeation bacterianutrient 2 nutrient 1freshmedia
Figure 8: Bacteria in reactor in extended attractor selection model

Nutrient concentrations xs1i and xs2i of nutrient 1 and 2 in bacterial cell i change in

accordance with the following nonlinear equations, respectively.

d

dt
xs1i = µi

(
1

1 + (xs2i × S)2 − xs1i
)

+ η1(t) (6)

d

dt
xs2i = µi

(
1

1 + (xs1i × S)2 − xs2i
)

+ η2(t) (7)

where µi is the growth rate of bacterial cell i, S is a coefficient of nutrient synthesis and

defines the degree of suppression of synthesizing the other nutrient, and η is the white

Gaussian noise. This nonlinear dynamics is similar to the one in the previous section.

The growth rate µi of bacterial cell i changes as,

µi =
1

(1 + threshold1
ρ1+xs1i−CON1µi

)2
× 1

(1 + threshold2
ρ2+xs2i−CON2µi

)2
(8)

where ρ1 and ρ2 are concentrations of nutrients in the culture, and CON1 and CON2

are coefficients correspond to the consumption rate of nutrients for bacteria to grow,

respectively. By Eq. (8), if concentrations of both nutrients are sufficient, the growth rate

becomes 1.

Nutrient concentrations ρ1 and ρ2 in the culture changes for feeding and drain of fresh

medium to the reactor and permeation. It is formulated as,

d

dt
ρ1 = D(F1 − ρ1) +

N∑

i=1

xvi × (xs1i − CON1µi) (9)

d

dt
ρ2 = D(F2 − ρ2) +

N∑

i=1

xvi × (xs2j − CON2µi) (10)
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The fresh medium is supplied to the reactor and drains out from the reactor at the same

rate, where we consider the chemostat cultivation. Fi (i ∈ {1, 2}) corresponds to the

nutrient concentrations in the fresh medium fed into the reactor. D defines the dilution

rate of the culture. Therefore, the first term of the right-hand side of the equations

expresses temporal changes in the nutrient concentrations in the reactor for the chemostat

cultivation. The second term takes into account nutrient exchanges with bacteria where

xvi indicates the volume of bacterial cell i, N is the number of bacteria in the reactor.

The volume xvi of bacteria cell i changes in proportional to the growth rate µi.

d

dt
xvi = µi × xvi (11)

If the growth rate is high, the volume of a bacterial cell increases fast. When the volume

becomes twice the size of initial volume, a bacterial cell undergoes cell division. The

volume of each of new bacterial cells is the half of the original volume, which is identical

to the initial volume of the cell. The nutrient concentrations and the growth rate are set

at the same as the original cell. The number of bacterial cells decreases at the constant

probability p. It means that a bacterial cell dies at the probability p at every time step or

the ratio p of bacteria is taken out from the reactor at every time step.

Basically behavior of bacteria with the extended model is similar to that of the original

attractor selection model, but bacteria show more interesting behavior because of mutual

interaction. In Figs. 9 through 11, simulation results with a set of parameters summarized

in Table 2 are shown. Figure 9 shows a time series of the nutrient concentrations ρ1 and

ρ2 in the reactor. Figure 10 shows the average nutrient concentrations of bacteria. Figure

11 shows the average growth rate of bacteria, where ”1 generator” indicates the average

of bacteria whose xs1i > xs2i and ”2 generator” corresponds to the average of bacteria

whose xs1i < xs2i. The nutrient concentrations F1 and F2 of fresh medium are both set

at 2.0. At time 20, we stop feeding nutrient 1, that is, F1 = 0.0. Since the initial nutrient

concentrations in the reactor are sufficiently high (Fig. 9), bacteria suppress production

of nutrients and thus the nutrient concentrations within bacteria decreases as shown in

Fig. 10. Although the growth rate decreases to about 0.3 for this suppression in Fig. 11,

it is high enough for bacteria to live and grow. In addition, thanks to plenty of nutrients,

the growth rates are the same among bacteria independently of nutrient they synthesize.
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At time 20, feeding of nutrient 1 is stopped. Then the concentration of nutrient 1 in the

reactor suddenly decreases. Consequently, the growth rate of bacteria producing nutrient

2 drastically decreases, whereas the lack of nutrient also affects the growth rate of the

other bacteria. Because of the low growth rate, bacteria producing nutrient 2 begin to

be controlled by noise. Some of them occasionally changes the nutrient to synthesize.

from nutrient 2 to nutrient 1, and becomes ”1 generator”. Since the number of bacteria

which synthesizes nutrient 1 gradually increases (not shown in figure), the concentration

of nutrient 1 in bacteria shown in Fig. 10 eventually increases to compensate the lack

of nutrient 1 in the reactor. Then, the growth rate recovers regarding ”1 generator”.

At around time 40, the concentration of nutrient 1 in the reactor starts increasing for

permeation from bacteria. It helps growth of ”2 generator” and their growth rate also

increases as shown in Fig. 11. However, because there is no mechanism to control or

mediate adaptive behavior of bacteria, we observe the overshoot in nutrient generation.

As many bacteria change their state to synthesize nutrient 1 more than nutrient 2, the

concentration of nutrient 2 begins to decrease. Then, they suffer from lack of nutrient

2 and the growth rate of ”1 generator” decreases. Because of low growth rate, some of

them become ”2 generator” by being driven by noise. Similarly, such adaptation causes

the overshoot again. By repeating these processes, the condition of the system converges

to the stable and balanced state.
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Table 2: Parameters used in simulation of extended attractor selection model

mean of ηi(t) 0

variance of ηi(t) 0.01

initial number of bacteria 30

initial nutrient concentration of bacteria xs1i, xs2i 0.5

initial volume of bacteria vi 0.01

coefficient of consumption rate of nutrient CONi 1.4

initial nutrient concentration in reactor ρi 3.0

deletion rate p 0.3

synthesis coefficient S 10

threshold thresholdi 0.5

dilution rate D 0.3
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Figure 9: Concentration of nutrient i in reactor
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3 Overlay Multipath Routing based on Extended Attractor

Selection Model

In this section we first propose a mathematical model to apply the extended attractor

selection model to overlay multipath routing for the max-min fair share of bandwidth.

Then we will explain how the model is adopted to overlay multipath routing in reality.

3.1 Application of Biological Model to Multipath Routing Algorithm

As in Fig. 12, we consider a scenario where multiple overlay paths are available for an

overlay session whose source and destination nodes are overlay nodes. An overlay path

consists of overlay links and each of overlay link consists of physical links. The way that

a pair of overlay nodes at the ends of an overlay link depends on a routing mechanism

employed in the physical network. Overlay paths do not need to be disjoint physically or

logically. A source node of a session utilizes multiple paths by distributing traffic among

them whereas it would happen that traffic occasionally is concentrated on a single path.

There could exist multiple sessions among them physical and overlay links are shared. An

overlay session is not aware of others. There is no way of direct or indirect communication

among overlay sessions. We also assume that an overlay session can probe the load of each

of overlay paths.

We regard the max-min fairness as the fair share of network bandwidth among multiple

overlay sessions. The max-min fairness is the condition where no session can increase the

amount of traffic, therefore, the bandwidth to use, on any of paths without forcing other

sessions with the smaller amount of total traffic, i.e. sum of traffic that a session distributes

over multiple paths, than itself under the constraints on the capacity of physical links.

In applying the extended attractor selection model to overlay multipath routing, we

correspond the concentration of each nutrient in the reactor to the load of each overlay

path, the concentration of each nutrient in a bacterial cell to the utilization ratio of

each overlay path, the total volume of each bacterial cell to the total amount of traffic

of each overlay session, and the growth rate to the degree of balance in load distribution

among paths by each overlay session. By this mapping, an overlay session can dynamically

and adaptively control the amount of traffic to distribute to each of multiple paths in
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Figure 12: Overlay session in network

accordance with their load.

Based on the above assumption and mapping, a mathematical model of overlay multi-

path routing is formulated as follows. Hereafter N corresponds to the number of overlay

sessions and overlay session i (1 ≤ i ≤ N) has Mi overlay paths from a source to a

destination.

The total amount of traffic that session i transmits is given as,

Ti =
Li∑

j=1

vi,j (12)

where vi,j corresponds to the volume of so-called micro traffic, the virtual unit of traffic,

which corresponds to a bacterial cell. The traffic of session i consists of the number Li

of micro traffic. Ti(k) is the amount of traffic that session i allots to overlay path k

(1 ≤ k ≤Mi).

Ti(k) =
Li∑

j=1

{
vi,j

xi,j(k)
∑Mi
l=1 xi,j(l)

}
(13)

where xi,j(k) corresponds to the utilization ratio of path k to send micro traffic j in overlay

session i and Ti =
∑Mi
k=1 Ti(k).

Session i distributes the volume vi,j of micro traffic j among overlay paths in pro-

portional to utilization ratio xi,j(k). Utilization ratio xi,j(k) changes by the following
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nonlinear equation,

d

dt
xi,j(k) = µi,j

[
µi,j

1 + {maxl∈Mi,l 6=k xi,j(l)× S}2
− xi,j(k)

]
+ ηi(t) (14)

where µi,j corresponds to the activity of micro traffic j in session i and S is a constant

which show the degree of inhibition. Because of max operation, the dynamics expressed

by Eq. (14) has Mi attractors, each of which has a large xi,j(k) for a certain k and small

value for others. Therefore, one overlay path is preferentially chosen and mainly used by

micro traffic j of overlay session i, when the activity µi,j is high.

The dynamics of activity µi,j of micro traffic j in overlay session i is formulated as

µi,j =
1

ΠMi
k=1

{
1 +

(
K

ρi(k)+xi,j(k)−Ci(k)µi,j

)2
} (15)

where Ci(k) is a coefficient which is determined in proportional to the minimum capacity

of physical links that overlay path p of overlay session i traverses and K is sensitivity of

load distribution. ρi(k) is the load of overlay path k of overlay session i, which is the

utilization or load of a physical link with the minimum capacity along the path, and ρi(k)

of 1 means full utilization. Eq. (15) implies that by allocating more traffic, i.e. larger

xi,j(k), to less utilized path, i.e. smaller ρi(k), the activity increases. That is, effective

distribution of load over multiple paths can be accomplished.

The dynamics of volume vi,j of micro traffic j in overlay session i is formulated as

d

dt
vi,j = µi,j × vi,j ×




2

1 +
Mi∑

k=1

xi,j(k)
∑Mi
l=1 xi,j(l)

e−g(1−ρi(k))

− 1




(16)

where g is a gain of the sigmoid function. For the biological model of extended attractor

selection, chemostat cultivation is assumed. Thus, the number and the total volume of

bacteria are controlled by injection of fresh medium to the reactor, discharge of culture

containing bacteria from the reactor, and cell division. In multipath routing, to control the

amount of traffic in accordance with the path capacity, which is identical to the minimum

capacity of physical links constituting the path, the third term is added to Eq. (13) in Eq.

(14). Figure 13 shows the function of the third term, where we assume there is only one

path, i.e. Mi = 1, and g = 10. The x-axis corresponds to load ρi(k) and the y-axis shows
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Figure 13: Dynamics of the third term of Eq. (16)

the value of the third term. As can be seen, when load ρi(k) is close to 0 and path k is not

loaded, volume vi,j increases as dvi,j
dt = µi,j × vi,j . When the path becomes loaded as ρi(k)

approaches to 1, the third term becomes smaller to suppress the increase of traffic volume.

With ρi,j = 0, the traffic on the path stops increasing. As the load goes beyond 1 for some

reasons, volume vi,j begins to decrease to solve the overloaded condition. Consequently,

the amount of traffic on each path is controlled in accordance with the capacity of the

path.

In the above mathematical model, each overlay session tries to distribute traffic among

paths taking into account their load condition, to allocate more traffic to a less loaded

path within the path capacity. However, this behavior alone cannot lead to the max-min

fair share of network bandwidth among overlay sessions, since the rate of increase in the

amount of traffic is proportional to the current traffic volume in Eq. (16). Consider a case

that a physical link is shared by two sessions. One session, say session A, has already been

using the link to the half of capacity, for example, when the other session B begins to use

the link. Since volume vA,j of session A is larger than vB,j , session A always occupies the

link bandwidth more than session B even time passes. Here we further assume that the

activity is the same among sessions. Then, the link becomes loaded and both sessions are

forced to suppress traffic on the link by the third term of Eq. (16). Although the amount
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of decrease is larger for session A than session B, it is also proportional to the traffic

volume. Therefore, they never share the link bandwidth in a fair manner. This example

implies that the total traffic should be taken into account in controlling the volume of

traffic.

Then, Eq. (16) is rewritten as,

d

dt
vi,j = µi,j × vi,j ×

Mi∑

k=1

xi,j(k)
∑Mi
l=1 xi,j(l)

× Si,j(k)× Ii,j (17)

Si,j(k) =





1 (ρi(k) < 1)

−1 (ρi(k) ≥ 1)
(18)

Ii,j =





1− 0.5

1+
Ti
Tlim

(ρi(k) ≥ 1)

0.5

1+
Ti
Tlim

(ρi(k) < 1)
(19)

where Si,j(k) for micro traffic j on path k in session i is introduced in place of the sigmoid

function-based control in Eq. (16) to switch between increase and decrease in accordance

with the load condition ρi(k) of path k. Ii,j(k) enables fair share of network bandwidth by

adjusting the rate of increase in volume based on the total traffic Ti. Tlim is the constant

fairness coefficient that affects the rate of increase and decrease. When the total amount

Ti of traffic derived by Eq. (12) is close to Tlim, coefficient Ii,j becomes about 0.25 in the

unloaded condition. On the other hand, for a session with small Ti, Ii,j is about 0.5. On

the contrary, in the overloaded condition, Ii,j approaches to 0.75 with a large Ti and 0.5

with a small Ti, respectively. Therefore, a smaller session can increase the traffic volume

more than a larger session in the unloaded condition and it decreases the traffic volume

slower than a larger session in the overloaded condition. Then, we can expect fair share

of network bandwidth.

3.2 Implementation of Overlay Multipath Routing

In this section, we explain how the mathematical model proposed in the previous section

is implemented in actual overlay networking. First of all, multiple overlay paths must

be established among a source node and a destination node of an overlay session. Path

establishment can be done by any appropriate methods [17, 18]. In case a reactive method

like AODV [19] is used, multiple paths can be found as follows. First a source node
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Figure 14: Route setup by RREQ

disseminates RREQ (route request) messages over an overlay network as shown in Fig.14.

A RREQ message contains the addresses of the source node and the destination node.

When an overlay node receives a RREQ message, it can identify a node from which it first

received the RREQ message as the best candidate of the next-hop node for the source

node. If the node is not the destination node, it forwards the RREQ message to all of its

neighbors except one from which it received the message. As RREQ messages traverse,

reverse paths to the source are automatically established (see Fig. 15). Meanwhile, RREQ

messages reach the destination node. The destination node generates a RREP (route

reply) message and sends it back to a sender of the corresponding RREQ message for each

of RREQ messages it receives (Fig. 16). Each RREQ message goes back to the source

node by traversing a reverse path of the corresponding RREQ message. Finally, RREP

messages reach the source node and at this time paths are established for both direction as

shown in Fig.17. It is not necessary for a destination node to answer all RREQ messages

that it receives and for a source node to use all paths established. They can limit the

number of paths depending on application’s requirements and the quality of paths.

Once multiple paths are established, a source node begins to send traffic, i.e. messages

to a destination node. Initially, the number Li of micro traffic of session i is set at 10 and

their initial volume vi,j at 0.01. Here, volume vi,j corresponds to the size of data to send

or the sending rate. Therefore, the total data size to send at a time or the sending rate
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Figure 15: RREQ forwarding

source node destination node

overlay link RREP

route to source node

route to destination node

Figure 16: Replaying RREP by destination node
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Figure 17: RREP forwarding

of the session is given by Ti. The initial activity µi,j is set at 0. By using Eq. (14), the

source node obtains the utilization ratio xi,j(k) of each path k. Then, it distributes traffic,

i.e. data or messages, to paths in proportional to
∑Mi
k=1

xi,j(k)∑Mi
l=1

xi,j(l)
. At regular intervals,

the source node probes the load of paths to obtain ρi(k). For this purpose, the source

node uses such a method in [14], [20]. With the method used in [14], the source node

sends probe packets with the timestamp to the destination node and the destination node

sends back acknowledgement packets indicating the timestamp of the corresponding probe

packet. Then, the source node can estimate the round-trip delay of the path which can

be used as an indicator of the load. Another approach is to obtain information about the

condition of physical network with a help of physical network itself like P4P [21]. With

the measured or obtained information on load ρi(k), all of activity µi,j , utilization ratio

xi,j(k), volume vi,j of micro traffic, and total traffic volume Ti. It means that the source

node does not only adjust the distribution of traffic but also regulate the amount of traffic,

i.e. rate control or congestion control.

By these implementations, traffic in network come to max-min fairness of bandwidth

without direct interference between overlay networks. Simulation result which is in case

multipath routing in overlay network show Sec. 4.
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4 Simulation

In this section, we first see how an overlay session controls traffic adaptively to dynamic

changes in the available bandwidth cause by background traffic. Then, we evaluate the

fair share of bandwidth with Eq. (16) and then with Eq. (17). Finally, we investigates

the effect of parameter Tlim.

4.1 Simulation Setting

We conduct simulation experiments in four scenarios. Independently of scenarios, we use

the parameter setting summarized in Table 3. In the first scenario, we consider a network

topology illustrated in Fig. 19. There is only one overlay session and there are three

disjoint paths, i.e. k=3, between a source node and a destination node. Each of overlay

links has the identical capacity of 1. The overlay session uses Eq. (16) in derivation of

the volume of micro traffic where the sigmoid coefficient g is set to 2. To evaluate the

adaptability of our multipath routing, we introduce background traffic whose amounts

dynamically change as shown in Fig. 19. B(k) corresponds to the background traffic

traversing path k. In the next section for simulation results, we focus on four micro traffic

numbered 1 through 4 among the initial set of micro traffic to see their behavior, in terms

of activity µ1,j , volume v1,j , and utilization ratio x1,j(k). We also evaluate the adaptive

behavior of the overlay session as a whole, by the amount of traffic T1(k) for each path k

and the average activity µ =
∑Li

j
µ1,j

Li
.

Next the second scenario considers competition among two overlay sessions for link

bandwidth. We used the same topology with the same parameters as the first scenario,

but there are two overlay sessions which have the overlapping path as shown in Fig. 20.

There is no background traffic. Overlay session 1 starts at time 0 and overlay session

2 starts at time 200. We observe the behavior of two micro traffic for each of overlay

sessions, in terms of volume v1,1, v1,2, v2,1 and v2,2 and utilization ratio x1,1(k), x1,2(k),

x1,3(k), and x1,4(k). We also evaluate the amount Ti of total traffic of each overlay session

and the amount Ti(1) of traffic of each session on overlay path 0.

Then, in the third scenario, we change the equation from Eq. (16) to Eq. (17) in

deriving the volume of micro traffic. We use the same parameters as the second scenario,
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Table 3: Parameters (All scenario)

parameter value

initial number of micro traffic Li 10

initial volume of miciro traffic vi,j 0.01

initial traffic of overlay session Ti 0.1

initial utilization ratio of micro traffic xi,j(k) 0.2

initial activity of micro traffic µi,j 0

capacity of overlay link 1

inhibition degree S 10

mean of ηi(t) 0

variance of ηi 0.02

load distribution coefficient K 0.3

capacity coefficient Ci(k) 0.5

source node destination node

logical link

overlay path 1

overlay path 2

overlay path 3

session 1

Figure 18: Topology of overlay network (Scenario 1 : single session)
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Figure 19: Background traffic (Scenario 1 : single session)

but parameter Tlim of 0.1 is used in place of gain g of the sigmoid function.

The third simulation scenario is that we simulate two overlay session competing phys-

ical link without background traffic to show that our approach with Eq. (17) achieve

max-min fairness. The simulation settings are the same with the secound scenario but

the equations which determine the dynamics of amount of traffic of overlay session are

different between two scenarios where the second scenario uses Eq. (16) and this scenario

uses Eq. (17).

Finally, we extend the topology to a larger one with 100 overlay nodes illustrated in

Fig. 21. The topology is generated at random. For all pairs of nodes, a link is established

at the constant probability. The probability is chosen so that the average degree, i.e. the

number of links, becomes five. Then, 10 source-destination pairs are chosen at random

allowing a single node to participate in two or more overlay sessions. Parameter setting

is summarized in Table 4. To investigate the effect of parameter Tlim on the max-min

fairness and the convergence time, we change Tlim from 0.1 to 5. For each of Tlim, we

conduct 100 simulation runs with different sets of overlay sessions but on the same overlay

network topology. For each of simulation runs, we obtain the average amount T̄i of session

traffic Ti during the last 500 time units. Then, we evaluate the mean square error of the

average amount T̄i of session traffic to the optimal amount Topt,i in the max-min fair share
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source node 1 destination node 1

overlay path 2

overlay path 1

overlay path 2

logical link

overlay path 1

session 1

session 2

Figure 20: Topology of overlay network (Scenarios 2 and 3 : two sessions)

Table 4: Parameters used in the simulation (Scenario 4 : multiple session)

parameter value

duration of simulation 2000

fairness coefficient Tlim 0.1 to 5 step 0.1

condition, which is derived by a heuristic optimization algorithm.

MSE =

√∑N
i=1(T̄i − Topt,i)2

N
(20)

where N is the number of overlay session. Because of self-adaptation without any central-

ized control, it takes time for multipath routing to converge. We regard the time when

the degree of change in the average amount Ti of traffic of session i over the last 20 time

units becomes smaller than 10 % for all sessions as the convergence time.

4.2 Simulation Results

Results of the first scenario are shown in Figs. 22 through 32. The x-axis of all figures

corresponds to simulation time from 0 to 2000 time units. From Figs. 24, 27 and 30, we
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Figure 21: Topology of overlay network (Scenario 4 : multiple session)

can find that micro traffic 1 mainly uses overlay path 1, micro traffic 2 does path 2, micro

traffic 3 does path 3.

Initially, activity µ1,j is small for all micro traffic as shown in Figs. 22, 25 and 28,

because there is no traffic in network then all the loads of paths ρi(k) are 0. During this

period, the noise term in Eq. (14) dominates the dynamics of utilization ratio x1,j(k).

Therefore, we see fluctuations in Figs. 24, 27 and 30. At the same time, volume v1,j

intensively increases as shown in Figs. 23, 26, 29, because the load of paths ρi(k) is lower

than the capacity of path 2 then volume v1,j grow slowly. There are two reasons for sudden

decrease in the volume of micro traffic. One is for cell division. When the volume reaches

0.02, that is, the twice of initial volume, the micro traffic is divided into two and the

volume decreases to the half. The other reason is shrinking for overloading the path. In

Eq. (16), the third term of the right-hand side of equation controls the increase or decrease

of the volume. When load ρi(k) of path k in session i exceeds one, then the right-hand side

of equation becomes negative to decrease the volume. As the paths become well utilized,

the activity increases following Eq. (14) and each micro traffic eventually chooses one of

paths preferentially for entrainment of any one of attractors as Eq. (14) defines. 6
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Figure 22: Acvitity of micro traffic 1 (Scenario 1: single session)

Now at time 300, different amounts of background traffic are injected into overlay

paths. Background traffic affects load ρ1(k) of paths and thus the activity changes as

shown in figures. The degree of change in the activity depends on the load on the path

and the utilization ratio of the path on the session. Therefore, changes in the load of the

main path that micro traffic uses does not directly affect the activity. That is why we

see spike-shaped changes with various direction and amount in the activity even in the

average activity in Fig. 32. Although the activity stays high almost all the time after

the initial phase, each micro traffic begins to decrease its volume to suppress the load

increased by the background traffic below one by Eq. (16). Consequently, the total traffic

T1(k) of session 1 is regulated to make a room for background traffic as shown in Fig. 31.

The total of B(k) and Ti(k) is almost equal to one on all paths. Similarly, the session

successfully adapts to changes in the background traffic. A reason that micro traffic 4

changes its main path from 1 to 0 is the effect of noise.
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Figure 23: Volume of micro traffic 1 (Scenario 1 : single session)
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Figure 24: Utilization ratio of micro traffic 1 (Scenario 1 : single session)
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Figure 25: Acvitity of micro traffic 2 (Scenario 1 : single session)
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Figure 26: Volume of micro traffic 2 (Scenario 1 : single session)
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Figure 27: Utilization ratio of micro traffic 2 (Scenario 1 : single session)
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Figure 28: Acvitity of micro traffic 3 (Scenario 1 : single session)
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Figure 29: Volume of micro traffic 3 (Scenario 1 : single session)
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Figure 30: Utilization ratio of micro traffic 3 (Scenario 1 : single session)
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Figure 31: Amount of traffic of overlay session (Scenario 1 : single session)
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Figure 32: Activity of overlay session (Scenario 1 : single session)

40



 0

 0.005

 0.01

 0.015

 0.02

 0  200  400  600  800  1000

vo
lu

m
e

time

v1,1

Figure 33: Volume of micro traffic 1 of overlay session 1 (Scenario 2 : two sessions)

Results of the second scenario are shown in Figs. 33 through 42. There are two sessions

1 and 2 and we focus on two micro traffic 1 and 2 of each of sessions. Micro traffic 1 of

both sessions mainly uses path 1, which is shared among sessions, and micro traffic 2 of

both sessions mainly uses path 2, which is independent from the other session, as shown in

Figs. 34, 36, 38, and 40. Although there is slight perturbation at the beginning, volume of

micro traffic is kept constant on session 1 as can be seen in Figs. 33 and 35. On the other

hand, micro traffic 2 of session 2 also could increase the volume to the certain amount

and keep it (see Fig. 39). However, Fig. 37 shows that volume v2,1 of micro traffic 1 of

session 2, which share the same path with micro traffic 1 of session 1, first increases but

drastically decreases to about zero. This implies that the capacity of path 1 is occupied

by session 1. Figure 41 shows this fact. The amount T1(1) of traffic of session 1 on path

1 slightly decreases at time 200, but 83 % of capacity is dominated by session 1. Because

of this, the total traffic Ti is also different among sessions as shown in Fig. 42. From

the above results, we can conclude that overlay multipath routing with Eq. (16) cannot

accomplish the max-min fairness.
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Figure 34: Utilization ratio of micro traffic 1 of overlay session 1 (Scenario 2 : two sessions)
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Figure 35: Volume of micro traffic 2 of overlay session 1 (Scenario 2 : two sessions)
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Figure 36: Utilization ratio of micro traffic 2 of overlay session 1 (Scenario 2 : two sessions)
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Figure 37: Volume of micro traffic 1 of overlay session 2 (Scenario 2 : two sessions)
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Figure 38: Utilization ratio of micro traffic 1 of overlay session 2 (Scenario 2 : two sessions)
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Figure 39: Volume of micro traffic 2 of overlay session 2 (Scenario 2 : two sessions)
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Figure 40: Utilization ratio of micro traffic 2 of overlay session 2 (Scenario 2 : two sessions)

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  200  400  600  800  1000

am
ou

nt
 o

f t
ra

ffi
c

time

T1(1)
T2(1)

Figure 41: Amount of traffic on overlay path 1 (Scenario 2 : two sessions)
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Figure 42: Amount of traffic of each overlay sessions (Scenario 2 : two sessions)
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Figure 43: Volume of micro traffic 1 of overlay session 1 (Scenario 3 : two sessions)

In the third scenario, we change the dynamics of traffic volume from Eq. (16) to Eq.

(17). All of settings are the same as the second scenario except for this change. Figures

43 through 50 show obtained results. As in the case of scenario 2, micro traffic 1 of both

sessions compete for path 1 as shown in Figs. 44, 46, 48, and 50. By using Eq. (17),

we make the degree of adaptation more for a session with more traffic. Then, we can

accomplish fair share of path bandwidth. In comparing Fig. 33 and Fig. 43, we can see

that micro traffic 1 in the latter decrease the volume more intensively than the former,

whereas direct comparison is not possible. Consequently, micro traffic 1 of session 2 could

successfully increase the volume as shown in Fig. 48, which is considerably different from

Fig. 38. Figure 51 shows how two overlay sessions fairly share the bandwidth of competing

path. When we look at the total amount of traffic in Fig. 52, it is almost identical among

two overlay sessions. Therefore, we can conclude that our multipath overlay routing can

accomplish the fair-share of bandwidth in a small scale network.
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Figure 44: Utilization ratio of micro traffic 1 of overlay session 1 (Scenario 3 : two sessions)
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Figure 45: Volume of micro traffic 2 of overlay session 1 (Scenario 3 : two sessions)
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Figure 46: Utilization ratio of micro traffic 2 of overlay session 1 (Scenario 3 : two sessions)
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Figure 47: Volume of micro traffic 1 of overlay session 2 (Scenario 3 : two sessions)
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Figure 48: Utilization ratio of micro traffic 1 of overlay session 2 (Scenario 3 : two sessions)
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Figure 49: Volume of micro traffic 2 of overlay session 2 (Scenario 3 : two sessions)
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Figure 50: Utilization ratio of micro traffic 2 of overlay session 2 (Scenario 3 : two sessions)
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Figure 51: Amount of traffic on overlay path 0 (Scenario 3 : two sessions)
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Figure 52: Amount of traffic of each overlay sessions (Scenario 3 : two sessions)
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Figure 53: Amount of total traffic of each overlay session (Scenario4 : 10 sessions)
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Figure 54: Amount of traffic of overlay sessions 1 (Scenario4 : 10 sessions)
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Figure 55: Amount of traffic of overlay sessions 2 (Scenario4 : 10 sessions)
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Figure 56: Amount of traffic of overlay sessions 3 (Scenario4 : 10 sessions)
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Figure 57: Amount of traffic of overlay sessions 4 (Scenario4 : 10 sessions)
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Figure 58: Amount of traffic of overlay sessions 5 (Scenario4 : 10 sessions)

Finally, we show results of the fourth scenario, where 10 overlay sessions co-exist in

an overlay network of 100 nodes. Figure 53 summarizes the total amount Ti of traffic of

session i for all 10 sessions. The fainess coefficient Tlim is set at 1. Figures 54 through

63 show the per-path traffic Ti(k) for each of 10 sessions for reference. In this example,

under the condition that the max-min fairness is satisfied, the optimal value of Ti is 2

for session 10, 1.5 for sessions 2 and 9, and 1 for sessions 1, 3, 4, 5, 6, 7, and 8. From

Fig. 53, we can prove that our overlay multipath routing can accomplish the max-min fair

share of network bandwidth among competing overlay networks in an autonomous and

self-adaptive manner. Table 5 summarizes the averages of Ti in the last 500 time units

together with the optimal amount derived by the optimization algorithm. We can see that

the difference is very small and the MSE of this case is as much as 0.0464.

As explained in section 3.1, the coefficient Tlim affects the fairness in our model. There-

fore, in Figs. 64 and 65, we change Tlim from 0.1 to 5. Figure 64 shows that the average

mean square error increases as Tlim becomes larger. When Tlim is large, the relative effect

of the total amount Ti of traffic becomes small by being divided by Tlim. Therefore, we

cannot compensate the difference in the total amount of traffic by pushing a session of

larger traffic to decrease the traffic more aggressively. However, setting Tlim too small

increase the convergence time as shown in Fig. 64. A reason for this is that a too large
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Figure 59: Amount of traffic of overlay sessions 6 (Scenario4 : 10 sessions)
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Figure 60: Amount of traffic of overlay sessions 7 (Scenario4 : 10 sessions)
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Figure 61: Amount of traffic of overlay sessions 8 (Scenario4 : 10 sessions)
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Figure 62: Amount of traffic of overlay sessions 9 (Scenario4 : 10 sessions)
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Figure 63: Amount of traffic of overlay sessions 10 (Scenario4 : 10 sessions)
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Figure 64: Average MSE against different coefficient Tlim
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Figure 65: Mean convergence time against differenct coefficient Tlim

Tlim makes Ii,j in Eq. (19) too small for ρi(k) < 1. Then, the rate of volume growth

becomes small. Consequently, it takes more time for a session to increase the traffic to

fully utilize the network bandwidth. From these figures, we can conclude that we should

set Tlim at around 1 to take trade-off between the max-min fairness and the convergence

time.
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Table 5: Comparison of average traffic to optimal traffic

session number average traffic optimal traffic

1 1.014569 1

2 1.452764 1.5

3 0.946883 1

4 0.979616 1

5 1.011424 1

6 0.979288 1

7 1.010544 1

8 0.978011 1

9 1.451424 1.5

10 1.888865 2

5 Conclusion

In this thesis, we propose a multipath overlay routing mechanism to accomplish the max-

min fair share of network bandwidth among competing overlay sessions without a cen-

tralized or optimization control. For this purpose, we introduced the extended attrac-

tor selection model of adaptive and symbiotic behavior of competing biological systems.

Through simulation experiments, we proved that overlay sessions could adaptively adjust

the amount of traffic in accordance with dynamically changing load condition and fairly

share the network bandwidth in the max-min fair manner.

As future research work, we plan to investigate the influence of control parameters

in equations. Although we know that biological systems and their mathematical models

in general are insensitive to parameter setting. And they do not need fine tuning of

parameters and they should work modestly in a variety of conditions. However, we should

confirm this. If a certain level of tuning is necessary, we need to show the baseline of

parameter tuning.
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