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Power-law in the Internet	


!   The degree distribution of the Internet topology follows 
a power-law 
!   Power-law: Probability P(k) that a node has k links is proportional to k-γ 
!   A lot of nodes are connected to a few nodes 
!   A few “hub nodes”  are connected to  

a large number of nodes 

Ref. [1],Fig. 1	


ing systems form a huge genetic network
whose vertices are proteins and genes, the
chemical interactions between them repre-
senting edges (2). At a different organization-
al level, a large network is formed by the
nervous system, whose vertices are the nerve
cells, connected by axons (3). But equally
complex networks occur in social science,
where vertices are individuals or organiza-
tions and the edges are the social interactions
between them (4 ), or in the World Wide Web
(WWW), whose vertices are HTML docu-
ments connected by links pointing from one
page to another (5, 6 ). Because of their large
size and the complexity of their interactions,
the topology of these networks is largely
unknown.

Traditionally, networks of complex topol-
ogy have been described with the random
graph theory of Erdős and Rényi (ER) (7 ),
but in the absence of data on large networks,
the predictions of the ER theory were rarely
tested in the real world. However, driven by
the computerization of data acquisition, such
topological information is increasingly avail-
able, raising the possibility of understanding
the dynamical and topological stability of
large networks.

Here we report on the existence of a high
degree of self-organization characterizing the
large-scale properties of complex networks.
Exploring several large databases describing
the topology of large networks that span
fields as diverse as the WWW or citation
patterns in science, we show that, indepen-
dent of the system and the identity of its
constituents, the probability P(k) that a ver-
tex in the network interacts with k other
vertices decays as a power law, following
P(k) ! k"#. This result indicates that large
networks self-organize into a scale-free state,
a feature unpredicted by all existing random
network models. To explain the origin of this
scale invariance, we show that existing net-
work models fail to incorporate growth and
preferential attachment, two key features of
real networks. Using a model incorporating

these two ingredients, we show that they are
responsible for the power-law scaling ob-
served in real networks. Finally, we argue
that these ingredients play an easily identifi-
able and important role in the formation of
many complex systems, which implies that
our results are relevant to a large class of
networks observed in nature.

Although there are many systems that
form complex networks, detailed topological
data is available for only a few. The collab-
oration graph of movie actors represents a
well-documented example of a social net-
work. Each actor is represented by a vertex,
two actors being connected if they were cast
together in the same movie. The probability
that an actor has k links (characterizing his or
her popularity) has a power-law tail for large
k, following P(k) ! k"#actor, where #actor $
2.3 % 0.1 (Fig. 1A). A more complex net-
work with over 800 million vertices (8) is the
WWW, where a vertex is a document and the
edges are the links pointing from one docu-
ment to another. The topology of this graph
determines the Web’s connectivity and, con-
sequently, our effectiveness in locating infor-
mation on the WWW (5). Information about
P(k) can be obtained using robots (6 ), indi-
cating that the probability that k documents
point to a certain Web page follows a power
law, with #www $ 2.1 % 0.1 (Fig. 1B) (9). A
network whose topology reflects the histori-
cal patterns of urban and industrial develop-
ment is the electrical power grid of the west-
ern United States, the vertices being genera-
tors, transformers, and substations and the
edges being to the high-voltage transmission
lines between them (10). Because of the rel-
atively modest size of the network, contain-
ing only 4941 vertices, the scaling region is
less prominent but is nevertheless approxi-
mated by a power law with an exponent
#power ! 4 (Fig. 1C). Finally, a rather large
complex network is formed by the citation
patterns of the scientific publications, the ver-
tices being papers published in refereed jour-
nals and the edges being links to the articles

cited in a paper. Recently Redner (11) has
shown that the probability that a paper is
cited k times (representing the connectivity of
a paper within the network) follows a power
law with exponent #cite $ 3.

The above examples (12) demonstrate that
many large random networks share the com-
mon feature that the distribution of their local
connectivity is free of scale, following a power
law for large k with an exponent # between
2.1 and 4, which is unexpected within the
framework of the existing network models.
The random graph model of ER (7 ) assumes
that we start with N vertices and connect each
pair of vertices with probability p. In the
model, the probability that a vertex has k
edges follows a Poisson distribution P(k) $
e"&&k/k!, where

& ! N"N " 1

k
#pk'1 " p(N"1"k

In the small-world model recently intro-
duced by Watts and Strogatz (WS) (10), N
vertices form a one-dimensional lattice,
each vertex being connected to its two
nearest and next-nearest neighbors. With
probability p, each edge is reconnected to a
vertex chosen at random. The long-range
connections generated by this process de-
crease the distance between the vertices,
leading to a small-world phenomenon (13),
often referred to as six degrees of separa-
tion (14 ). For p $ 0, the probability distri-
bution of the connectivities is P(k) $ )(k "
z), where z is the coordination number in
the lattice; whereas for finite p, P(k) still
peaks around z, but it gets broader (15). A
common feature of the ER and WS models
is that the probability of finding a highly
connected vertex (that is, a large k) decreas-
es exponentially with k; thus, vertices with
large connectivity are practically absent. In
contrast, the power-law tail characterizing
P(k) for the networks studied indicates that
highly connected (large k) vertices have a
large chance of occurring, dominating the
connectivity.

There are two generic aspects of real net-
works that are not incorporated in these mod-
els. First, both models assume that we start
with a fixed number (N) of vertices that are
then randomly connected (ER model), or re-
connected (WS model), without modifying
N. In contrast, most real world networks are
open and they form by the continuous addi-
tion of new vertices to the system, thus the
number of vertices N increases throughout
the lifetime of the network. For example, the
actor network grows by the addition of new
actors to the system, the WWW grows expo-
nentially over time by the addition of new
Web pages (8), and the research literature
constantly grows by the publication of new
papers. Consequently, a common feature of

Fig. 1. The distribution function of connectivities for various large networks. (A) Actor collaboration
graph with N $ 212,250 vertices and average connectivity *k+ $ 28.78. (B) WWW, N $
325,729, *k+ $ 5.46 (6). (C) Power grid data, N $ 4941, *k+ $ 2.67. The dashed lines have
slopes (A) #actor $ 2.3, (B) #www $ 2.1 and (C) #power $ 4.

R E P O R T S

15 OCTOBER 1999 VOL 286 SCIENCE www.sciencemag.org510

 o
n

 S
e

p
te

m
b

e
r 

2
6

, 
2

0
0

7
 

w
w

w
.s

c
ie

n
c
e

m
a

g
.o

rg
D

o
w

n
lo

a
d

e
d

 f
ro

m
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Hub Nodes	


Power-law attribute	


Relationship between topologies and performance	


!   Structures of topologies are defined not only by degree 
distribution, but also by other factors 

!   Difference in structure leads to difference in performance [12] 

[12] L. Li, D. Alderson, W. Willinger, and J. Doyle, “A first-principles approach to under- standing the Internet’s router-level topology,”  
     in ACM SIGCOMM Computer Communication Review, vol. 34, pp. 3–14, Oct. 2004. 	


Ref.[12],Figure 6	


These topologies have the 
same degree distribution. 
However, they have different 
structures.	


Research purpose	


!   Difference in structure leads to difference in performance 
!   The power-law degree distribution is not enough to discuss 

performance of networks 
!   We focus on the relationships between structure of topology 

and packet-level behavior 
!   each of nodes has end-to-end flow control functionality 

!   Goal 
!   Investigation of the optimal structure for efficient packet forwarding  
!   Proposal of a new topology design method with this achievement 

Contributions of this work	


!   Traffic behavior in power-law topologies  
!   Many researches are discussed in flow-level, but end-to-end flow 

control is not concerned 
!   End-to-end flow control has large impacts to traffic behavior 
!   Traffic behavior in BA topologies with end-to-end flow control  is 

discussed, but structures of topologies are not concerned 

!   Reveals the relationships between structures of topologies 
and traffic behavior with end-to-end flow control 

Network model	


Shortest path routing 
If multiple shortest paths 
are found, the next node is 
selected randomly	


Unlimited buffer 
Each outgoing link 
has unlimited FIFO 
queuing buffer	


Source 1	


Source n	


Destination 1	


Destination n	


Stop-and-wait flow control 
Source node stops to sending a 
packet till it receives ACK 
packet from destination	


Uniform link capacity 
Each outgoing link 
transfers 1 packet  
per 1 time unit	




2 

Network topologies 	


!   2 topologies having different structures 
!   The number of nodes and links is the same 
!   AT&T Topology・・・Measured router-level topology of AT&T 
!   BA （AT&T） Topology・・・Generated by BA model [1] 

Measured AT&T topology	


Waiting time distribution	

!   Waiting time is the time from when a packet is stored  

in a buffer to when a packet is delivered to next node 
!   These 2 waiting time distributions are similar, in spite of 

different structures 
!   They exhibit long-tail characteristics  

we discuss how structure of topologies and flow controls
differs the end-to-end packet delay distribution. We use a
stop-and-wait protocol for the end-to-end flow control instead
of TCP protocols having various functions, such as slow-
start and congestion avoidance, mainly because it is difficult
to distinguish effects of TCP functions [15]. Results of our
simulations show the packet delay distribution exhibit a long-
tail distribution on the actual ISP router-level topology, while
packet delay distribution of the BA topology does not. To
explain this, we compare the structural differences between
the model-based topology and the ISP router-level topologies,
and show that the modularity structure of the ISP router-level
topologies makes the packet delay distribution being long-tail.

This paper is organized as follows. In Section II we explain
about the network model we examined. Section III shows the
simulation results. Section IV conclude this paper and explain
our future works.

II. NETWORK MODEL

In this section, we explain about the network model used
in this paper.

A. Network Topologies
We use the AT&T topology measured by Rocketfuel tool

[16] as ISP router-level topology. The topology has 523 nodes
and 1304 links, and the degree distribution of the AT&T
topology follows a power-law [10]. For comparison purpose,
we also use the BA AT&T topology generated by the BA
model. The BA AT&T topology is generated such that the
numbers of nodes and links of it are the same as that of the
AT&T topology.

B. Node Processing Model
Each node has infinite buffers at each out-going links. When

a packet arrives at a given node and when the node is the
packet’s destination, the node removes the packet from the
network. Otherwise, the node selects the next node based on
a minimum hop routing algorithm, and forwards the packet to
a buffer of an out-going link connecting to the next node. Each
outgoing link sends packets to the next node based on FIFO
queuing discipline, and delivers one packet per unit of time.
Here, we do not use the dynamic routing, i.e., each packet
traverses the shortest path calculated beforehand. If multiple
shortest paths are found, the next node is selected randomly.

C. Flow Control between Nodes
Before starting the simulation, pre-specified numbers of

sessions are created between nodes. For each session, source
and destination nodes are randomly selected. Each session
sends packets based on a stop-and-wait protocol. That is, when
a source node sends a packet to its destination node, the source
node stops sending a new packet until the source node receives
the ACK packet from the destination node. Since we want to
investigate end-to-end packet delay distributions on topologies
having different structure, we do not consider the packet loss
inside the network and do not consider time-out operations at
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Fig. 1. Waiting time distribution on two topologies. X-axis represents waiting
time in the queue, and Y-axis represents frequency of X-value. The number
of sessions is 250,000. Simulation time T is 100,000. Data is gathered from
T = 90,001 to T = 100,000.

the source nodes. By our protocol, once the source node sends
a packet, the source node always obtains the ACK packet,
though it may take a long time. Actually, this protocol does
not reflect the packet delay in the Internet, but the protocol
does reflect the differences of packet delay distribution over
the topologies more clearly.

III. SIMULATION RESULTS AND DISCUSSIONS

In this section, we simulate the traffic flow on the AT&T
topology and the BA AT&T topology using the network model
explained in the previous section. We run each simulation for
100,000 unit of time, and collected the packet delay appeared
in the last 10,000 unit of time. We use original simulator
written in C++.

A. Waiting Time Distribution

Figure 1 shows the distribution of waiting time at out-going
links on the AT&T topology and the BA AT&T topology. The
waiting time is the time from when a packet is stored in a

we discuss how structure of topologies and flow controls
differs the end-to-end packet delay distribution. We use a
stop-and-wait protocol for the end-to-end flow control instead
of TCP protocols having various functions, such as slow-
start and congestion avoidance, mainly because it is difficult
to distinguish effects of TCP functions [15]. Results of our
simulations show the packet delay distribution exhibit a long-
tail distribution on the actual ISP router-level topology, while
packet delay distribution of the BA topology does not. To
explain this, we compare the structural differences between
the model-based topology and the ISP router-level topologies,
and show that the modularity structure of the ISP router-level
topologies makes the packet delay distribution being long-tail.

This paper is organized as follows. In Section II we explain
about the network model we examined. Section III shows the
simulation results. Section IV conclude this paper and explain
our future works.

II. NETWORK MODEL

In this section, we explain about the network model used
in this paper.

A. Network Topologies
We use the AT&T topology measured by Rocketfuel tool

[16] as ISP router-level topology. The topology has 523 nodes
and 1304 links, and the degree distribution of the AT&T
topology follows a power-law [10]. For comparison purpose,
we also use the BA AT&T topology generated by the BA
model. The BA AT&T topology is generated such that the
numbers of nodes and links of it are the same as that of the
AT&T topology.

B. Node Processing Model
Each node has infinite buffers at each out-going links. When

a packet arrives at a given node and when the node is the
packet’s destination, the node removes the packet from the
network. Otherwise, the node selects the next node based on
a minimum hop routing algorithm, and forwards the packet to
a buffer of an out-going link connecting to the next node. Each
outgoing link sends packets to the next node based on FIFO
queuing discipline, and delivers one packet per unit of time.
Here, we do not use the dynamic routing, i.e., each packet
traverses the shortest path calculated beforehand. If multiple
shortest paths are found, the next node is selected randomly.

C. Flow Control between Nodes
Before starting the simulation, pre-specified numbers of

sessions are created between nodes. For each session, source
and destination nodes are randomly selected. Each session
sends packets based on a stop-and-wait protocol. That is, when
a source node sends a packet to its destination node, the source
node stops sending a new packet until the source node receives
the ACK packet from the destination node. Since we want to
investigate end-to-end packet delay distributions on topologies
having different structure, we do not consider the packet loss
inside the network and do not consider time-out operations at
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Fig. 1. Waiting time distribution on two topologies. X-axis represents waiting
time in the queue, and Y-axis represents frequency of X-value. The number
of sessions is 250,000. Simulation time T is 100,000. Data is gathered from
T = 90,001 to T = 100,000.

the source nodes. By our protocol, once the source node sends
a packet, the source node always obtains the ACK packet,
though it may take a long time. Actually, this protocol does
not reflect the packet delay in the Internet, but the protocol
does reflect the differences of packet delay distribution over
the topologies more clearly.

III. SIMULATION RESULTS AND DISCUSSIONS

In this section, we simulate the traffic flow on the AT&T
topology and the BA AT&T topology using the network model
explained in the previous section. We run each simulation for
100,000 unit of time, and collected the packet delay appeared
in the last 10,000 unit of time. We use original simulator
written in C++.

A. Waiting Time Distribution

Figure 1 shows the distribution of waiting time at out-going
links on the AT&T topology and the BA AT&T topology. The
waiting time is the time from when a packet is stored in a

AT&T topology	
 BA topology	


Betweenness centrality distribution	

!   Betweeness centrality is the number of node pairs that pass 

through a link 
!   The number of packets that pass through the link is proportional to the 

betweenness centrality of the link 

!   Similar waiting time distributions are caused by betweenness 
centrality distributions 
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Fig. 2. Betweenness centrality distribution (CCDF): X-axis represents
betweenness centrality and Y-axis represents existing probablity of links which
has larger centrality than X-value.Each distribution follows a power-law.

buffer to when the packet is transfered to the next hop. Here,
the waiting time is equivalent to the number of packets in
the queue since it is assumed that all links deliver one packet
per one unit of time. In the figure, X-axis represents waiting
time in FIFO queues of out-going links, and Y-axis represents
frequency of the X-axis value.

Figure 1 shows that the distribution of waiting time follows
a power-law in both topologies. The main reason for this
is the distribution of link betweenness centrality. The link
betweenness centrality is defined for each link as the fraction
of shortest paths that passes through the link, counted over all
pairs of nodes.

Figure 2 shows distribution of link betweenness centrality
in the AT&T topology and the BA AT&T topology. X-axis
represents betweenness centrality and Y-axis represents the
complementaly cumulative distribution function of between-
ness centrality. We observe from this figure that the distribution
of betweennes centrality of links also follows a power-law.
Given large number of sessions inside the network, the number
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Fig. 3. Packet delay distribution (CCDF): On AT&T topology, as the number
of sessions gets larger, a long-tail distribution arises clearly. On the other hand,
a long-tail distribution does not appear on the BA AT&T topology. We also
show P [x > t] ∼ x−0.56 (straight lines in these figures).

of packets that pass through the link is proportional to the
betweenness centrality of the link. As a result, the waiting
time distribution also exhibit power-law attribute.

B. End-to-End Packet Delay Distribution

Figure 3 shows end-to-end packet delay distribution of the
AT&T topology and the BA AT&T topology. X-axis represents
the packet delay and Y-axis represents the complementary
cumulative distribution function of the packet delay. Here, the
end-to-end packet delay is the time from when a packet is
generated at source nodes to when the packet arrives at its
destination nodes.

In either topologies, as the number of sessions gets higher
(from 10,000 sessions to 250,000 sessions), packets spend
more time in the network since the load of network gets
heavier. The important point is that the shape of packet
delay distribution of the AT&T topology is much different
from the shape of packet delay distribution of the BA AT&T
topology, especially when the number of sessions is large. The
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Fig. 2. Betweenness centrality distribution (CCDF): X-axis represents
betweenness centrality and Y-axis represents existing probablity of links which
has larger centrality than X-value.Each distribution follows a power-law.

buffer to when the packet is transfered to the next hop. Here,
the waiting time is equivalent to the number of packets in
the queue since it is assumed that all links deliver one packet
per one unit of time. In the figure, X-axis represents waiting
time in FIFO queues of out-going links, and Y-axis represents
frequency of the X-axis value.

Figure 1 shows that the distribution of waiting time follows
a power-law in both topologies. The main reason for this
is the distribution of link betweenness centrality. The link
betweenness centrality is defined for each link as the fraction
of shortest paths that passes through the link, counted over all
pairs of nodes.

Figure 2 shows distribution of link betweenness centrality
in the AT&T topology and the BA AT&T topology. X-axis
represents betweenness centrality and Y-axis represents the
complementaly cumulative distribution function of between-
ness centrality. We observe from this figure that the distribution
of betweennes centrality of links also follows a power-law.
Given large number of sessions inside the network, the number
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Fig. 3. Packet delay distribution (CCDF): On AT&T topology, as the number
of sessions gets larger, a long-tail distribution arises clearly. On the other hand,
a long-tail distribution does not appear on the BA AT&T topology. We also
show P [x > t] ∼ x−0.56 (straight lines in these figures).

of packets that pass through the link is proportional to the
betweenness centrality of the link. As a result, the waiting
time distribution also exhibit power-law attribute.

B. End-to-End Packet Delay Distribution

Figure 3 shows end-to-end packet delay distribution of the
AT&T topology and the BA AT&T topology. X-axis represents
the packet delay and Y-axis represents the complementary
cumulative distribution function of the packet delay. Here, the
end-to-end packet delay is the time from when a packet is
generated at source nodes to when the packet arrives at its
destination nodes.

In either topologies, as the number of sessions gets higher
(from 10,000 sessions to 250,000 sessions), packets spend
more time in the network since the load of network gets
heavier. The important point is that the shape of packet
delay distribution of the AT&T topology is much different
from the shape of packet delay distribution of the BA AT&T
topology, especially when the number of sessions is large. The

AT&T topology	
 BA topology	


End-to-end packet delay distribution	


!   In spite of the similar waiting time distributions, packet delay 
distributions are much different 
!   In the AT&T topology, packet delay distribution has long-tail 

!   Difference in structure leads to different packet delay 
distributions 
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Fig. 2. Betweenness centrality distribution (CCDF): X-axis represents
betweenness centrality and Y-axis represents existing probablity of links which
has larger centrality than X-value.Each distribution follows a power-law.

buffer to when the packet is transfered to the next hop. Here,
the waiting time is equivalent to the number of packets in
the queue since it is assumed that all links deliver one packet
per one unit of time. In the figure, X-axis represents waiting
time in FIFO queues of out-going links, and Y-axis represents
frequency of the X-axis value.

Figure 1 shows that the distribution of waiting time follows
a power-law in both topologies. The main reason for this
is the distribution of link betweenness centrality. The link
betweenness centrality is defined for each link as the fraction
of shortest paths that passes through the link, counted over all
pairs of nodes.

Figure 2 shows distribution of link betweenness centrality
in the AT&T topology and the BA AT&T topology. X-axis
represents betweenness centrality and Y-axis represents the
complementaly cumulative distribution function of between-
ness centrality. We observe from this figure that the distribution
of betweennes centrality of links also follows a power-law.
Given large number of sessions inside the network, the number
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Fig. 3. Packet delay distribution (CCDF): On AT&T topology, as the number
of sessions gets larger, a long-tail distribution arises clearly. On the other hand,
a long-tail distribution does not appear on the BA AT&T topology. We also
show P [x > t] ∼ x−0.56 (straight lines in these figures).

of packets that pass through the link is proportional to the
betweenness centrality of the link. As a result, the waiting
time distribution also exhibit power-law attribute.

B. End-to-End Packet Delay Distribution

Figure 3 shows end-to-end packet delay distribution of the
AT&T topology and the BA AT&T topology. X-axis represents
the packet delay and Y-axis represents the complementary
cumulative distribution function of the packet delay. Here, the
end-to-end packet delay is the time from when a packet is
generated at source nodes to when the packet arrives at its
destination nodes.

In either topologies, as the number of sessions gets higher
(from 10,000 sessions to 250,000 sessions), packets spend
more time in the network since the load of network gets
heavier. The important point is that the shape of packet
delay distribution of the AT&T topology is much different
from the shape of packet delay distribution of the BA AT&T
topology, especially when the number of sessions is large. The
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Fig. 2. Betweenness centrality distribution (CCDF): X-axis represents
betweenness centrality and Y-axis represents existing probablity of links which
has larger centrality than X-value.Each distribution follows a power-law.

buffer to when the packet is transfered to the next hop. Here,
the waiting time is equivalent to the number of packets in
the queue since it is assumed that all links deliver one packet
per one unit of time. In the figure, X-axis represents waiting
time in FIFO queues of out-going links, and Y-axis represents
frequency of the X-axis value.

Figure 1 shows that the distribution of waiting time follows
a power-law in both topologies. The main reason for this
is the distribution of link betweenness centrality. The link
betweenness centrality is defined for each link as the fraction
of shortest paths that passes through the link, counted over all
pairs of nodes.

Figure 2 shows distribution of link betweenness centrality
in the AT&T topology and the BA AT&T topology. X-axis
represents betweenness centrality and Y-axis represents the
complementaly cumulative distribution function of between-
ness centrality. We observe from this figure that the distribution
of betweennes centrality of links also follows a power-law.
Given large number of sessions inside the network, the number
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Fig. 3. Packet delay distribution (CCDF): On AT&T topology, as the number
of sessions gets larger, a long-tail distribution arises clearly. On the other hand,
a long-tail distribution does not appear on the BA AT&T topology. We also
show P [x > t] ∼ x−0.56 (straight lines in these figures).

of packets that pass through the link is proportional to the
betweenness centrality of the link. As a result, the waiting
time distribution also exhibit power-law attribute.

B. End-to-End Packet Delay Distribution

Figure 3 shows end-to-end packet delay distribution of the
AT&T topology and the BA AT&T topology. X-axis represents
the packet delay and Y-axis represents the complementary
cumulative distribution function of the packet delay. Here, the
end-to-end packet delay is the time from when a packet is
generated at source nodes to when the packet arrives at its
destination nodes.

In either topologies, as the number of sessions gets higher
(from 10,000 sessions to 250,000 sessions), packets spend
more time in the network since the load of network gets
heavier. The important point is that the shape of packet
delay distribution of the AT&T topology is much different
from the shape of packet delay distribution of the BA AT&T
topology, especially when the number of sessions is large. The
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packet delay distribution of the AT&T topology has a long-
tail distribution; that is, the distribution is characterized by the
slow decay at the larger packet delay. (Fig. 3(a)). However, the
packet delay distribution of the BA AT&T topology does not
show the long-tail distribution. (Fig. 3(b)).

These results indicate that the distribution of end-to-end
packet delay differs dependent on the topology, more precisely
the structure of topology. The next section discusses what
a structure of topologies makes the delay distribution to be
power-law.

C. Effects of Structure of Router-level Topology

In the Section III-B, we show that the end-to-end packet
delay distributions of two topologies exhibit different attributes
though two topologies have the similar shape of the waiting
time distributions. In this section, we compare the structural
differences of the AT&T topology and the BA AT&T topology.
As discussed in Ref. [12], design principles of networks
greatly affect the structure of the ISP topologies. Design prin-
ciples determine a node functionality, which in turn determines
the connectivity of nodes.

In [17], Guimeara et al. have proposed the classification
method of node functions. The method divides a network to
multiple modules and defines the within-module degree Zi,
and the participation-coefficient, Pi, for each node i. Assuming
that the node i belongs to a module si, the within-module
degree Zi of node i is defined as,

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of nodes, < ksi > represents the
average degree in module si, and σsi is the variance of the
degree distribution of nodes in module si. The participation-
coefficient Pi of node i is also defined as,

Pi = 1 −
Nm∑

s=1

(
kis

ki
), (2)
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where kis represents the fraction of links connecting with the
module si. That is, when all the links of node i connect with
nodes belonging to the same module of si, Pi becomes 0.

Figure 4 shows the roles of nodes are categorized by
the value of Zi and Pi, and Figure 5 shows the result of
application of the Guimeara’s method to the AT&T to pology
and the BA AT&T topology. The module is calculated from the
method in [18]. In Figs. 4 and 5, the horizontal axis indicates
within-module degree Z and the vertical axis the participation
coefficient P . Depending on the values of P and Z, the role
of node is categorized into several classes. For example, when
Zi is large and Pi is relatively large, the node i has many links
connecting to other modules. Thus, the node i is categorized
into the “Connector hub(s)”. “Provintial hub(s)” also takes the
larger Zi but smaller Pi; the node i has many links connecting
with nodes in the same module.

Looking at Fig. 5, the BA AT&T topology has many
“Connector hub” nodes that transfer large amount of packets
between modules. However, Fig. 5(a) shows that there are no
“Connector hub” nodes in the AT&T topology. This means
that the AT&T topology has a few inter-module links. In the
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!   Comparing the structures of the 2 topologies 

!   Classification of the roles of the nodes [17] 
!   Separating a topology into some modules 
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packet delay distribution of the AT&T topology has a long-
tail distribution; that is, the distribution is characterized by the
slow decay at the larger packet delay. (Fig. 3(a)). However, the
packet delay distribution of the BA AT&T topology does not
show the long-tail distribution. (Fig. 3(b)).

These results indicate that the distribution of end-to-end
packet delay differs dependent on the topology, more precisely
the structure of topology. The next section discusses what
a structure of topologies makes the delay distribution to be
power-law.

C. Effects of Structure of Router-level Topology

In the Section III-B, we show that the end-to-end packet
delay distributions of two topologies exhibit different attributes
though two topologies have the similar shape of the waiting
time distributions. In this section, we compare the structural
differences of the AT&T topology and the BA AT&T topology.
As discussed in Ref. [12], design principles of networks
greatly affect the structure of the ISP topologies. Design prin-
ciples determine a node functionality, which in turn determines
the connectivity of nodes.

In [17], Guimeara et al. have proposed the classification
method of node functions. The method divides a network to
multiple modules and defines the within-module degree Zi,
and the participation-coefficient, Pi, for each node i. Assuming
that the node i belongs to a module si, the within-module
degree Zi of node i is defined as,

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of nodes, < ksi > represents the
average degree in module si, and σsi is the variance of the
degree distribution of nodes in module si. The participation-
coefficient Pi of node i is also defined as,

Pi = 1 −
Nm∑

s=1

(
kis

ki
), (2)
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where kis represents the fraction of links connecting with the
module si. That is, when all the links of node i connect with
nodes belonging to the same module of si, Pi becomes 0.

Figure 4 shows the roles of nodes are categorized by
the value of Zi and Pi, and Figure 5 shows the result of
application of the Guimeara’s method to the AT&T to pology
and the BA AT&T topology. The module is calculated from the
method in [18]. In Figs. 4 and 5, the horizontal axis indicates
within-module degree Z and the vertical axis the participation
coefficient P . Depending on the values of P and Z, the role
of node is categorized into several classes. For example, when
Zi is large and Pi is relatively large, the node i has many links
connecting to other modules. Thus, the node i is categorized
into the “Connector hub(s)”. “Provintial hub(s)” also takes the
larger Zi but smaller Pi; the node i has many links connecting
with nodes in the same module.

Looking at Fig. 5, the BA AT&T topology has many
“Connector hub” nodes that transfer large amount of packets
between modules. However, Fig. 5(a) shows that there are no
“Connector hub” nodes in the AT&T topology. This means
that the AT&T topology has a few inter-module links. In the
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packet delay distribution of the AT&T topology has a long-
tail distribution; that is, the distribution is characterized by the
slow decay at the larger packet delay. (Fig. 3(a)). However, the
packet delay distribution of the BA AT&T topology does not
show the long-tail distribution. (Fig. 3(b)).

These results indicate that the distribution of end-to-end
packet delay differs dependent on the topology, more precisely
the structure of topology. The next section discusses what
a structure of topologies makes the delay distribution to be
power-law.

C. Effects of Structure of Router-level Topology

In the Section III-B, we show that the end-to-end packet
delay distributions of two topologies exhibit different attributes
though two topologies have the similar shape of the waiting
time distributions. In this section, we compare the structural
differences of the AT&T topology and the BA AT&T topology.
As discussed in Ref. [12], design principles of networks
greatly affect the structure of the ISP topologies. Design prin-
ciples determine a node functionality, which in turn determines
the connectivity of nodes.

In [17], Guimeara et al. have proposed the classification
method of node functions. The method divides a network to
multiple modules and defines the within-module degree Zi,
and the participation-coefficient, Pi, for each node i. Assuming
that the node i belongs to a module si, the within-module
degree Zi of node i is defined as,

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of nodes, < ksi > represents the
average degree in module si, and σsi is the variance of the
degree distribution of nodes in module si. The participation-
coefficient Pi of node i is also defined as,

Pi = 1 −
Nm∑

s=1

(
kis

ki
), (2)
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where kis represents the fraction of links connecting with the
module si. That is, when all the links of node i connect with
nodes belonging to the same module of si, Pi becomes 0.

Figure 4 shows the roles of nodes are categorized by
the value of Zi and Pi, and Figure 5 shows the result of
application of the Guimeara’s method to the AT&T to pology
and the BA AT&T topology. The module is calculated from the
method in [18]. In Figs. 4 and 5, the horizontal axis indicates
within-module degree Z and the vertical axis the participation
coefficient P . Depending on the values of P and Z, the role
of node is categorized into several classes. For example, when
Zi is large and Pi is relatively large, the node i has many links
connecting to other modules. Thus, the node i is categorized
into the “Connector hub(s)”. “Provintial hub(s)” also takes the
larger Zi but smaller Pi; the node i has many links connecting
with nodes in the same module.

Looking at Fig. 5, the BA AT&T topology has many
“Connector hub” nodes that transfer large amount of packets
between modules. However, Fig. 5(a) shows that there are no
“Connector hub” nodes in the AT&T topology. This means
that the AT&T topology has a few inter-module links. In the

!   The BA topology has many “Connector hubs” 
!  Hub nodes have many links connecting  
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packet delay distribution of the AT&T topology has a long-
tail distribution; that is, the distribution is characterized by the
slow decay at the larger packet delay. (Fig. 3(a)). However, the
packet delay distribution of the BA AT&T topology does not
show the long-tail distribution. (Fig. 3(b)).

These results indicate that the distribution of end-to-end
packet delay differs dependent on the topology, more precisely
the structure of topology. The next section discusses what
a structure of topologies makes the delay distribution to be
power-law.

C. Effects of Structure of Router-level Topology

In the Section III-B, we show that the end-to-end packet
delay distributions of two topologies exhibit different attributes
though two topologies have the similar shape of the waiting
time distributions. In this section, we compare the structural
differences of the AT&T topology and the BA AT&T topology.
As discussed in Ref. [12], design principles of networks
greatly affect the structure of the ISP topologies. Design prin-
ciples determine a node functionality, which in turn determines
the connectivity of nodes.

In [17], Guimeara et al. have proposed the classification
method of node functions. The method divides a network to
multiple modules and defines the within-module degree Zi,
and the participation-coefficient, Pi, for each node i. Assuming
that the node i belongs to a module si, the within-module
degree Zi of node i is defined as,

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of nodes, < ksi > represents the
average degree in module si, and σsi is the variance of the
degree distribution of nodes in module si. The participation-
coefficient Pi of node i is also defined as,

Pi = 1 −
Nm∑

s=1

(
kis

ki
), (2)
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where kis represents the fraction of links connecting with the
module si. That is, when all the links of node i connect with
nodes belonging to the same module of si, Pi becomes 0.

Figure 4 shows the roles of nodes are categorized by
the value of Zi and Pi, and Figure 5 shows the result of
application of the Guimeara’s method to the AT&T to pology
and the BA AT&T topology. The module is calculated from the
method in [18]. In Figs. 4 and 5, the horizontal axis indicates
within-module degree Z and the vertical axis the participation
coefficient P . Depending on the values of P and Z, the role
of node is categorized into several classes. For example, when
Zi is large and Pi is relatively large, the node i has many links
connecting to other modules. Thus, the node i is categorized
into the “Connector hub(s)”. “Provintial hub(s)” also takes the
larger Zi but smaller Pi; the node i has many links connecting
with nodes in the same module.

Looking at Fig. 5, the BA AT&T topology has many
“Connector hub” nodes that transfer large amount of packets
between modules. However, Fig. 5(a) shows that there are no
“Connector hub” nodes in the AT&T topology. This means
that the AT&T topology has a few inter-module links. In the
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packet delay distribution of the AT&T topology has a long-
tail distribution; that is, the distribution is characterized by the
slow decay at the larger packet delay. (Fig. 3(a)). However, the
packet delay distribution of the BA AT&T topology does not
show the long-tail distribution. (Fig. 3(b)).

These results indicate that the distribution of end-to-end
packet delay differs dependent on the topology, more precisely
the structure of topology. The next section discusses what
a structure of topologies makes the delay distribution to be
power-law.

C. Effects of Structure of Router-level Topology

In the Section III-B, we show that the end-to-end packet
delay distributions of two topologies exhibit different attributes
though two topologies have the similar shape of the waiting
time distributions. In this section, we compare the structural
differences of the AT&T topology and the BA AT&T topology.
As discussed in Ref. [12], design principles of networks
greatly affect the structure of the ISP topologies. Design prin-
ciples determine a node functionality, which in turn determines
the connectivity of nodes.

In [17], Guimeara et al. have proposed the classification
method of node functions. The method divides a network to
multiple modules and defines the within-module degree Zi,
and the participation-coefficient, Pi, for each node i. Assuming
that the node i belongs to a module si, the within-module
degree Zi of node i is defined as,

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of nodes, < ksi > represents the
average degree in module si, and σsi is the variance of the
degree distribution of nodes in module si. The participation-
coefficient Pi of node i is also defined as,

Pi = 1 −
Nm∑

s=1

(
kis

ki
), (2)
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where kis represents the fraction of links connecting with the
module si. That is, when all the links of node i connect with
nodes belonging to the same module of si, Pi becomes 0.

Figure 4 shows the roles of nodes are categorized by
the value of Zi and Pi, and Figure 5 shows the result of
application of the Guimeara’s method to the AT&T to pology
and the BA AT&T topology. The module is calculated from the
method in [18]. In Figs. 4 and 5, the horizontal axis indicates
within-module degree Z and the vertical axis the participation
coefficient P . Depending on the values of P and Z, the role
of node is categorized into several classes. For example, when
Zi is large and Pi is relatively large, the node i has many links
connecting to other modules. Thus, the node i is categorized
into the “Connector hub(s)”. “Provintial hub(s)” also takes the
larger Zi but smaller Pi; the node i has many links connecting
with nodes in the same module.

Looking at Fig. 5, the BA AT&T topology has many
“Connector hub” nodes that transfer large amount of packets
between modules. However, Fig. 5(a) shows that there are no
“Connector hub” nodes in the AT&T topology. This means
that the AT&T topology has a few inter-module links. In the
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Fig. 6. Comparison of packet delay distribution of intra-module packets
and inter-module packets: The number of sessions is 250,000, and data is
gathered from T = 90,001 to T 100,000. Long-tail distribution is caused by
inter-module packets.

AT&T topology, packets traveling between modules are first
aggregated at “Provincial hub” nodes and then forwarded via
“Non-hub connecter” nodes. Thus, inter-module links in the
AT&T topology tend to be congested, and packets passing
through the links experience a long end-to-end delay.

To see the impact of the modularity structure of the
AT&T topology, we separate the packet delay distribution
into inter-module packets, where packets traverse through the
inter-module links, and intra-module packets, where packets
traverse only the intra-module links. Figure 6 shows the
complementary cumulative distribution of packet delay for
intra-module packets and inter-module packets. Looking at the
packet delay distribution of intra-module packets, we notice
that most of packets arrive at destination nodes within a short
time and the probability taking larger packet delay decays
drastically. By contrast, the packet delay distribution of inter-
module packets exhibits long-tail characteristic; the probability
taking larger packet delay does not decrease so fast when
we compare it with the results for intra-module packets. The
modularity structure of the AT&T topology makes the inter-
module links to be congested, which leads to the long-tailed
packet delay distributions.

IV. CONCLUDING REMARKS

In this paper, we evaluated the packet-level behavior on the
AT&T topology and the BA AT&T topology having power-law
degree distribution. Our simulation results show that the packet
delay distribution of the AT&T topology exhibits a long-tail
attribute, while the distribution of the BA AT&T topology does
not. We then investigated how structural property of topology
affects on the packet delay distribution. The main reason
causing the long-tail distribution is the modularity structure of
the AT&T topology; the inter-module links make the packet
delay being long. To prevent the packet delay distribution
from being long-tail, one approach is to construct a topology
with many inter-module links like the BA AT&T topology

so that congestion does not occur on the inter-module links.
Another approach is to assign the link bandwidth properly. Our
next topic is to consider the optimal design of topology from
flow-control perspective. For this purpose, we will conduct
evaluations of packet delay distribution on topologies that have
heterogeneous link capacity, and evaluation of combination of
flow-control between routers and end-host flow control in more
detail.
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Effects of structure of router-level topology	


The structure of the AT&T topology 
lead to this long-tailed packet delay 
distribution	


Conclusions and future works	


!   Investigation of traffic behavior in power-law networks with 
end-host flow control (stop & wait protocol) 
!   2 topologies have different structures 
!   2 topologies have the similar waiting time distribution 

!   The structure of the AT&T topology makes the packet delay 
distribution long-tailed 
!   “Connector hubs” and a few inter-module links 

!   Future works 
!   Evaluations on topologies that have heterogeneous link capacity 
!   Evaluations with more complex flow control like TCP 
!   Evaluations of combination of flow control between routers and 

end-host flow control 


