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OSI Model IRDT
Abstract—Energy saving and ensuring robust data collection
are the big subjects in realization of wireless sensor networks. [ Routing Table Management |
In the intermittent receiver-driven data transmission (IRDT) N THIORK [

Routing Function J

protocol, which aims to save energy and get high reliability,
communication between nodes commences when multiple re- [
ceiver nodes transmit their own IDs intermittently and a sender DATALINK
node receives them. In this paper, we focused on the analogy

between this periodic ID-transmission and a periodic message
in the soft-state management. Soft state is often considered to PHYSICAL [ Sep e ]
have robustness against failures, therefore, we introduce it to LAYER ( Modation @FsK) |
IRDT for constructing a robust network. We propose a soft-state
management of routing tables in IRDT, where each node uses Main functions

the periodic ID-transmission not only for communication but Fig. 1. Protocol layer and main functions of IRDT
also for update of a routing table. By computer simulation, we

show that IRDT can achieve a 43.5% improvement in robustness are two types of control method operation to control wake-up

against a sink node failure. Moreover, we show that the receiver- times: synchronous [5-7] and asynchronous [8-11]. For saving
driven asynchronous intermittent transmission protocol suits for ' )

the soft-state management through comparison with the sender- €N€rgy and getting scalability, the latter is superior because it

Link Management ]

[ Media Access Control (CSMA/CA) ]

driven asynchronous intermittent transmission protocol. doesn’t need synchronization with other nodes [1&fermit-
KeywordsSensor Network; Intermittent Transmission; Soft te_nt receiver-driven data transmlssn()_iRDT) pl’O_tQCOl,WhICh
State: Robustness aims to save energy and to get high reliability, makes use
of the intermittentreceiver-drivenasynchronous media access
I. INTRODUCTION control (MAC). Note that IRDT is developed and actually

Recent advances in wireless and micro-electromechanigaed for meter products [10]. Furthermore, we are proposing
(MEMS) technologies direct considerable attention to ad h#is technique to IEEE 802.15 Task Group 4 as a part of the
networks. Among ad hoc networks, sensor networks are &tandard protocol for smart meter systems [13]. In [14], we
pected for a wide range of applications as they have sef#rified the performance of IRDT by comparing witbw
ing ability without infrastructure. However, wireless sensdpower listening(LPL) protocol [9], which is asender-driven
networks have critical technical problems that remain to ®ynchronous intermittent MAC protocol.
solved, one of which is saving energy in sensor nodes withIRDT provides for the functions from physical layer to
limited battery life. Various approaches for saving energyetwork layer as shown in Figure 1. In physical layer, IRDT
have been proposed, for example, miniaturizing sensor nodases GFSK modulation to obtain tolerance for noise and
media access control (MAC) with sleep control, and multi-homanages a sleep controller which switches wireless device
routing [1-3]. on and off. Data link layer controls a link management

In particular, considerable energy can be saved throubbtween two nodes, where each node can establish the link
intermittent operation, in which wireless nodes sleep and wakéth multiple nodes, which enables IRDT to construct a
up periodically. We call this wake-up interval ‘intermittentmesh network. In asynchronous MAC, a sender node has
interval’. This power-saving operation is based on the fatit wait until a receiver awakes. IRDT can reduce that time
that sleeping nodes consume significantly less energy thanusing multiple receiver nodes, which also reduces energy
idling nodes [4]. In intermittent operation, nodes must contrabnsumption. Specifically, each receiver sends its own ID
wake-up times in order to communicate with each other. Theie inform other nodes that they are ready to receive a data
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pack.et ?slshov;n Ir? Fl'gure 2 A Ser:gefr node walits fqr (ffation. We also compare with a sender-driven asynchronous
receivers ID and when it acquires an rom an appmp”.amtermittent MAC with a soft-state management and show that

receiver, it establishes a link with the receiver by retumi e receiver-driven protocol has compatibility to the soft-state
a send request (SREQ) packet. After getting an acknowle ﬁnagement

packet for the SREQ (RACK), the sender transmits a dataThe rest of this paper is organized as follows. In Section Il,

paﬁket Fr&d finishkes fcon;]mtcjjnication fO"OW‘”hg receipt of Z\W/e briefly present related work and in Section Ill, we show the
acknowledge packet for the data (DACK). In this way, a sen Glerview of IRDT. Then, we explain the soft-state connectivity

noc_JIe can c_ommunlcate with ONe Or More receivers fleX'b%anagement in IRDT in Section IV and present the simulation
which can improve the communication reliability and SaVE.oits in Section V Finall, we conclude our paper in
considerable energy. Therefore, in network layer, the routi ' '

protocol is designed to use multiple receiver nodes flexibly
and effectively. However, the management of routing tables in 1. RELATED WORK
IRDT is not designed to deal with the emergency. Thus, wWhel |ntermittent asynchronous MAC protocols

route-changes caused by the wireless channel fluctuation . . .
or node failures occur, a system based on IRDT may not%"vIAC [3] is a basis of LPL protocols, where receiver

) .~ _nodes intermittently check the channel condition. If the chan-
work properly long after the route-changes. In par'ucular,el is idle, they sleep again, and if busy, they start to be

connectivity to at least one sink node is very important if . :
data collecting application which is main operation exampf ady for data re_cept|ons. After sending the pre_ample packet,
of Sensor Networks. asender transmits a data packet. One problem in this protqcol
is that long preamble packets occupy the channel, which
The critical problem other than energy saving is maintainingbstructs neighbors’ transmission. Moreover, many nodes
performance against environmental changes. For that, ceiaste energy due to unrelated sender's preamble, which is
nectivity assurance against route-changes caused by inst@lifed overhearing problem. Other problem is that each sender
radio conditions and failures or energy depletions of nodesrigde has only a specific node with which communication is
required. Once significant route-changes occur, data sent frggssible.X-MAC [8] was designed to solve the overhearing
sensor nodes can't be collected correctly and the performapgeblem. A sender transmits a short preamble packet contin-
of the whole system eventually degrades. Particularly, th@usly which includes a receiver node’s ID. A receiver node
quick response of the routing table is indispensable in thgplies an early acknowledge (early ACK) packet to the ID
situation where correct information of the route is absgacket addressed for itself. The sender node transmits a data
lutely necessary such as a failure of the destination noggicket after receiving the early ACK. Receivers that detect
As mentioned above, IRDT cannot deal with urgent routgmrelated short preamble can sleep soon after this reception
changes because of its routing protocol. In this paper, Waished.Attribute-based X-MAC (AX-MAC) protocol was
focus on the similarity between periodic ID-transmissions ifiroposed in [16] where sender nodes can use multiple receiver
IRDT and periodic messages in the soft-state managementniitles by including a sender’s ID in a short preamble. When
order to improve robustness of IRDT, we introduce the soff receiver gets a short preamble packet from an appropriate
state management of routing information to IRDT. Here, Weender, it returns a data request (DREQ) packet as shown in
define ‘robustness’ as the property that can maintain a pack@jure 3. After getting a DREQ, a sender node transmits a
collection ratio of a sensor network system even though criticghta packet. Comparing Figure 2 with Figure 3, these link-
route changes occur. Soft state is one of the methods faanagement procedures are fairly similar to each other, but
managing a node’s state, in which node sends refresh messagefirst packet to initiate communication is different.
periodically to maintain another node’s state. The node keeps ) )
its own state as long as such refresh messages arrive, but wRerpOft-state protocols and their robustness analysis
the node can't receive a refresh message within a given timeRSVP is a protocol for the QoS guarantee [17]. Receivers
period, it changes into default state. This soft-state mechanisend Resv messages to their senders periodically for the
is generally noted to have robustness [15]. Then we evaluaéservation of the network resource and when the Resv
robustness of IRDT with a soft-state management throughhessage doesn’t reach during the fixed time, the sender’s
comparison with IRDT with a hard-state by computer sinstate is initialized into default stat&IP uses the soft-state

ction VI.



the destination node is smaller than own hop count. Likewise,
‘sideward node’ has the same hop count. The function in

Figure 4 assumes the minimum hop routing, however detours
are also used when the condition of sideward relay is satisfied.
Easy example of the sideward-relay condition is that ‘true’ is

returned at the probability of 25%.

True
ID from forward node?

False

ID from sideward node?

———— True - - Fal:
Send SREQ Satisfy sideward-relay condiiionf{\/—'{' 2% . Non-send SREQ

Fig. 4. An example of the routing function

IV. SOFT STATE CONNECTIVITY MANAGEMENT IN IRDT

Here, we present the soft-state management for improving
quustness of IRDT network. First, we explain what means

information to the server for the session establishment. Whelat€ 'f] solf(; %r hard”. We dgfme that as the statel |shsofter, ﬂl]Se
the location information is not registered during the fixedate Should be more sensitive to environmental changes. By

time, it becomes invalid. John C.S. Lui et al. stressed tﬁgntraries, hard stgte respond; slowly .to changes in environ-
need for the quantitative evaluation of robustness in [18]'€"t Therefore; in the following sections is small for the
They modeled a hard-state protocol and a soft-state proto 8["5“'“9 management.

and compared them quantitatively. They concluded that wh@n soft-state management of the neighbor relationship
network conditions can anticipate, hard state can attain betteé% h node in IRDT h ting table in which the h
performance, but when unpredictable, soft state can suppress fch node In as a routing table n which the hop

drastic increases of the communication cost in case of so nts from .a" nngs in the .network are reglst.ereq. The
ps%ghbor relationship in the routing table can be maintained by

troubles. The vagueness of the concept of soft state is al . ) .
g ' Iamplmg an ID packet. In the sampling period, when a node

recommended in [19]. Authors proposed a formal model fG ¢ D ket th d s the h of th p
the soft-state communication based on a probabilistic deIiv&? S an 1L packet, the node sets the hop count trom the sender
the ID to one. Here, we propose the soft-state management

model and evaluated the tradeoff between performance OV%fr_the neighbor relationship. We add a time stamp to each

head and robustness. or the . .
item in the routing table. Each node waits for an ID packet

1. OVERVIEW OF IRDT for T, everyT;. Then, each node updates the time stamp to
the current time when it gets an ID during sampling period.
A. MAC protocol Note that when a node v?aiting for an IDgpacke?ingofder to
As for the MAC protocol of IRDT, its procedure of connectransmit a data packet receives an ID packet, the node also
tion is explained in Section | and carrier sense multiple accessts the hop count to one and updates the time stamp. When
with collision avoidance (CSMA/CA) is used in sending any node cannot get the ID packet from a neighbor withjn
packets. Here, the sender’s decision regarding whether or it node sets the hop count to the former neighbor to infinity.
to send an SREQ packet is made on the basis of its routingter the sampling, a node recalculates the hop count by using
protocol. Figure 2 shows the example of communicatiae routing tables received from neighbors.
among three nodes. In this figure, node 3 gets an ID packet
from node 2 and decides to send an SREQ packet to nod8-2Soft-state management of the neighbor’s routing table
according to its own routing function. In IRDT, neighbor nodes’ routing tables are necessary for
each node to make own routing table. Here, we also introduce
the soft-state management of the routing table. We add a time
The routing protocol of IRDT is based on the distance vectstamp to the routing table as well as the neighbor relationship
routing protocol. All nodes have routing tables and a routinganagement. When a node cannot get the routing table from
function for deciding a transmission of an SREQ packet. its neighbor withinT;, the node deletes the neighbor’s routing
A routing table contains hop counts from a maker-node tdble. For maintaining the neighbors’ routing tables, we also
the table to all nodes in the network and in order to make owrse the7, and 7;. Then, the management of the neighbor
routing table, each node has to exchange own table with itdationship and the management of the neighbors’ routing
neighbors. In IRDT, all nodes periodically wake up and wathble are done at once. This is because if these managements
for ID packets for a short time. When a node receives an l&¥e separately controlled, the recalculating of own routing table
packet in this period, this node registers on its routing tableing unexpected results.
that the hop count to the sender of the ID is one. We call thisNow, we describe the procedure of exchanging the routing
interval ‘sampling interval’ and this period ‘sampling periodtables. As a premise, routing tables are exchanged during
(denoted byT; and T, respectively). sampling period. Note that only a time stamp is updated
The routing function is a logic function and the routingvhen the node doesn't need exchanging the routing table
table is used in this function. Sender nodes decide whetliem the ID-sender. Here, the table sequence number (TSN)
to return an SREQ packet according to this function and @& added to the routing table and this number is used for the
example of the routing function is shown in Figure 4. In thidetermination whether to update the neighbor’s routing table.
figure, ‘forward node’ is a neighbor node whose hop count f6SN is incremented when own routing table is changed and

session control [18]. Each node periodically sends the locati

B. Routing protocol
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Fig. 5. The basic performance of IRDT and AX-MAC: changing the sampling interval

TABLE | .

PARAMETER SETTINGS 4) After receiving the table packet, the node sends a table
Parameter Value packet if necessary. If there is no need for transmitting
Transmission speed 100 kbps a table packet, the node comes to wait for an ID packet
Communication range 100 m .
Data packet generation rate 0.003 packets/s again.
gurreni consump:!on g))(()) ’g‘g mﬁ Finally, we discuss the TBEX packet collisions. When an

urrent consumption m. .

Current consumption (SLEEP) 0 mA ID packet reaches two or more nodes undgr sampling, TBEX
Packet size (ID, SREQ, DREQ, TBEX, TBNX) 24 byte packets or TBNX packets are returned simultaneously. For
Packet size (RACK, NACK, DACK) 22 byte avoiding this collision, we add random value .
Packet size (DATA) 128 byte

V. SIMULATION RESULTS

the latest TSN s included in an own ID packet. Specifically, e evaluate the basic performance and robustness of IRDT
tables are exchanged according to the following proceduregith the soft-state management by using an event-driven

1) When a node receives an ID packet during a sampliggnulation program with visual C++. The network model
period, it checks the TSN contained in the ID packeshapes a square with 500 m of side Iength where 100 sensor
The node also examines the TSN of the routing tabdes are randomly deployed and 2 sink nodes are set on

from the ID-sender.

a) If the node has the neighbor's latest table,
updates the time stamp of the neighbor’s table a
returns a table non-exchange (TBNX) packet. T

node that receives a TBNX packet addressed f

n
he

the right top and left bottom of the network respectively.
}{Ve assume that data packets are generated by each sensor
né)de according to Poisson process and are sent to the sink
node by multi-hop relay. The simulation commences after

(|)nritializing phase in which each node exchanges routing table

2)

3)

itself also updates the time stamp and return \gith neighbor. nodes sufficiently am_j _finishe; at 8000 second.
ID-sampling. tln our repeptlon model, vyhen co!hsmns with other packets
b) If the node has an old table, the node and the igeeur while a pgcket IS bem'g receyed, the packets are always
sender exchange tables each other as follows. d|sgarded. The intermittent interval |s_set to_O.l s or 1.0 s and
) T, is set to the same value of the intermittent interval and
The node transmits a table exchange (TBEX) packgiher parameters are set as shown in Table I. The sideward-
that demands to exchange tables. TBEX packet includgsay conditions of IRDT and AX-MAC is that the sender
two TSN values. One is the old TSN of the neighbor'eturns an SREQ packet at the probability of 25%. We also
routing table from the ID-sender (denoted by TSN1) angssume that the number of histories of the routing table in
the other is the latest TSN of own table (denoted bysch node is sufficiently large.
TSN2). In general, comparing; of the soft-state management and
When the ID-sender receives a TBEX packet, it COMF, of the hard-state management, the soft-state management
pares the TSN1 with the TSN of own table. Thenyses shortefT; in order to respond flexibly to changes in
it transmits only the difference between the previouge network, namely in order to acquire robustness. However,
own routing table whose TSN corresponds to TSN} seems that shortef, leads larger overhead of the energy
and the present own routing table as a table packgbnsumption. We identify shortdF, as ‘soft state’ and longer

For this purpose, all nodes maintain a history of owir; a5 ‘hard state’. Then, we changg in our simulation and
routing table. Furthermore, the ID-sender checks th&aluate the performance.

TSN2 included in the TBEX packet. If the ID-sender .

also has need to acquire the TBEX-sender’s latest tabfe, Performance evaluation

it adds the old TSN of the table from the TBEX-sender First, in order to compare the impact on applying the
in the table packet. soft-state management to the receiver-driven method and
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Fig. 6.

(c) Energy consumption with soft state

Robustness against the sink node’s failure

the sender-driven method, we compare the IRDT and AXnergy in both of IRDT and AX-MAC.
MAC when both protocols use the soft-state management.
We evaluate the packet collection ratio, the average enefidy Robustness evaluation

consumption, and the overhead of the energy consumption\ayt we evaluate robustness of IRDT with the soft-state

for the soft-state management. The packet collection ratiorf-'ﬁcmagement against the failure of the sink node. In order to

calculated by dividing the number of the packets received @iaate robustness, we investigate the packet collection ratio

the sink node by the number of all generated packets. Thggg s |ater from the sink failure. We also define ‘recovery

average energy consumption is obtained to divide the s eed’ as the time that elapses since the failure occurs until
of the energy consumption of all nodes by the number

e collection ratio recovers to 90% of the ratio immediately

nodes and the overhead of energy consumption for the s@flyre the failure. We investigate the packet collection ratio

state management is the proportion of the sum of energyer 100 second and obtain the recovery speed. Each sensor

consume;j for ID-samplings and tr?b'e exchanges 10 Wholge selects one sink node as a destination from which the
energy of nodes. In AX-MAC, each node continues 1o sefgh, o nt is smallest among all sink nodes according to its

short preamble packets fdi, everyT; which include own ID ¢, (outing table. If two or more nearest sink nodes have the

number and the TSN of own table. A receiver that catchessgme hop counts, a node selects one of them randomly. At the
short preamblt—lz packet returns_a TBEX packet and exchanggig s in the simulation, one sink node (denoted by ‘failed
routing tables if necessary as is the case with IRDT. sink’) breaks down. The intermittent interval in IRDT is set
In regard of the traffic overhead for the soft-state managgr 1.0 s andr; is set to three values, 60 s, 300 s, and 2400 s,
ment, AX-MAC with 1.0 s intermittent interval degrades its The accuracy of the routing table of each node is very
packet collection ratio notably when the sampling interval igignificant in the case of the sink node’s failure. If a node
60 s as illustrated in Figure 6(a). Because even the sink nogigects the disabled sink as a destination, a transmitted data
transmits short preambles everyin AX-MAC, the sink node packet wanders around the sink and cannot get to any sink
can't receive a data packet all that time. Especially, IRDT withode. In IRDT, the packet collection ratio decreases to less
1.0 s intermittent interval can always get the highest packglan 50% right after the sink failure because about half the
collection ratio, more than 98% irrespective of the samplingodes send data to the failed sink. On the collection ratio
interval. 1000 s later from the sink failure, 43.5% improvement can
An increase in the power consumption of IRDT and AXbe attained wher{; is 60 s compared witll; of 2400 s.
MAC can be seen when the sampling interval is short as shoMoreover, the recovery speed is much shorter whgis 60 s
in Figure 5(b). The average energy consumption of IRDT amsmparing with 300 s and with 2400 s as shown in Figure 6(a).
AX-MAC with 0.1 s intermittent interval don’t change veryWhenT; is 60 s, the recovery speed is 12.8% shorter than the
much as the sampling interval increases. The reason of thisdsovery speed whef; is 300 s.
that almost all of the energy consumed in each nodes is for theThe steep increase of the energy consumption is seen in the
periodical acitive state. Furthermore, the overhearing beconfesd-state management as shown in Figure 6(b). In this figure,
a very serious problem in AX-MAC. The average energgfter the sink failure, the neighbors of the failed sink consume
consumption of AX-MAC with 0.1 s intermittent interval ismost energy among the network because they always wait
at least 2.5 times higher than that of IRDT. In the case &r an ID packet from the failed sink and cannot get it. The
the comparatively long intermittent interval such as 1.0 s, tliecrease spreads stepwisely around the failed sink according
energy consumption is more affected not by the overhearitqy the propagation of the latest routing table. Moreover,
but by the sampling interval; as shown in Figure 5(c). We setrouting loops occurs because of the inaccuracy of the routing
T, to the same value of the intermittent interval, so wign table. Figure 6(c) indicates that the soft-state management can
is 60 s and the intermittent interval is 1.0 s, each node waka®vent the energy consumption from growing rapidly. The
up for the sampling for 1.0 s every 60 s. This consumes mageft-state management makes it possible for the neighbors of
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