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Abstract—A major challenge in wireless sensor networks is

Intermittent interval

energy saving. In the intermittent receiver-driven data transmis- ‘active’ —|
sion (IRDT) protocol, which aims to save energy, communication o ‘sleep’
between nodes commences when multiple receiver nodes transmit node - RACK -
their own IDs intermittently and a sender node receives them. roden e l® |~ Extension of aotive state
Our previous research focused on the performance characteristics iL bAGK ;
of IRDT when this intermittent transmission interval changes. i H i i
In this paper, we analyze the probability of control packet node 3 — >
collisions as a function of the intermittent interval and introduce a Start to wait for ID / Send Data time
procedure for determining the proper interval that minimizes this Send-REQuest (SREQ)
probability. We also present that data aggregation mechanism is
very suitable for IRDT and can improve the performance of (a) Intermittent receiver-driven data transmission (IRDT)
IRDT. Through simulations, we show that IRDT with a proper
interval and data aggregation can attain a high packet collection
ratio and a large reduction in energy consumption. The proposed Intermittent interval )
method achieves a packet collection ratio of more than 99% and et ‘sleep’ oot semte
power consumption that is 90% lower than that of the original node 1 = -/
IRDT. R ACK

node 2 . + -—>

|. INTRODUCTION RN RN
Recently, due to advances in wireless and micro- node 3 =

electromechanical (MEMS) technologies, ad hoc networks Start to send preamble SendData time
have received considerable attention. Among ad hoc networks,
sensor networks are expected to be useful in a wide range of (b) Low power listening (LPL)
applications as they have sensing ability without infrastructure.
However, wireless sensor networks have critical technical Fig. 1. Asynchronous intermittent transmission methods

problems that remain to be solved, one of which is saving

energy in sensor nodes with limited battery life. Various ap-

proaches for saving energy have been proposed, for example,

miniaturizing sensor nodes, media access control (MAC) wifff control method for intermittent operation; synchronous [3]

sleep control, and multi-hop routing [1-4]. and asynchronous [6, 7]. For saving energy and scalability, the
In particu'ar, considerable energy can be saved throu@ﬁter is Supel’ior in terms of the overhead for SynChronization

intermittent operation, in which wireless nodes sleep to sag@ntrol with other nodes [8].

power and wake up periodically to communicate with other Low power listening(LPL) protocol is a sender-driven

nodes and we call this wake-up interval ‘intermittent intervalasynchronous type of intermittent operation [4]. In LPL,

This power-saving operation is based on the fact that sleepigeivable nodes intermittently check the channel condition.

nodes consume significantly less energy than idling nodes [B]the channel is idle, they sleep again, and if busy, they start

In intermittent operation, nodes must control wake-up time¢s be ready to wait for data receptions. After receiving data

in order to communicate with each other. There are two typpackets intended for them, they return acknowledge packets.



Intermittent interval Collision

The basic operation of LPL is shown in Fig. 1(b), where node 3
wants to send data to node 1, therefore, in order to make the =~ Tmax <
channel busy, node 3 continuously sends a preamble packet
for a longer time than the intermittent interval. After sending
the preamble packet, node 3 sends a data packet and wait an  Tmn
acknowledge packet. There are many restrictions in this LPL #0f ID sending
protocol, i.e., when the intermittent interval is comparatively
long to lower the duty cycle, each sender node occupies the
channel by transmitting a preamble packet for a longer time
than the interval, and each sender node has only a specific
node with which communication is possible.

In order to overcome these drawbacks of LPL, we proposétate than that of LPL.

intermittent receiver-driven data transmissi@iRDT) [9] that SREQ collisions are a critical problem in IRDT as discussed
is a receiver-driven asynchronous control method. IRDT lif§g oy previous research [9]. As shown in Fig. 1(a), the sender
the restrictions of LPL, that is, it doesn't occupy the channglyqe responds with the SREQ packet when an ID from an
when the intermittent interval is long, and can selectaneighbgépropriate node arrives. If the appropriate node for more
node to communicate with from multiple neighbors. Varioughan one sender node sends IDs, the sender nodes simultane-
receiver-driven asynchronous MAC protocols have ever begfsly receive the IDs and return SREQs. Therefore, multiple
proposed, i.e., in [10, 11], but most of them assume thgREQs collide with each other. Previous results suggest two
all nodes are active and can receive packet at any time, yproaches to resolve this problem. The first is setting the in-
use multi-channel access for transmitting control packets agdmittent interval to a proper value, such that SREQ collisions
data packets respectively. Ref. [10] proposed the receivgkygly occur. The second is decreasing the frequency of data
driven media access control with single channel, but didn’t USBnding. We focused on the first approach and used the simple
intermittent operation because this protocol had no considggyg effective approach in [9], in which the intermittent interval
ation for the energy consumption. In [11], authors presentgdset gynamically to handle the communication load according
the receiver initiated cycled receivgRICER) which was the {5 SREQ collisions. In the dynamic setting of the intermittent
asynchronous MAC protoc_ol with intermitter_1t operation, byhteryal, nodes set their own intermittent intervals Tg,;,,
used two channels and time slots to avoid control packghen they detect a packet loss after waiting for an SREQ. If
collisions. SREQ collisions are not detected, the nodes gradually increase
Our IRDT is easily implementable because it uses singlgeir intervals tal},.. (Fig. 2). However, this reactive method
channel access, and can reduce much energy consumpligiis only after the occurrence of SREQ collisions and causes
due to intermittent operation. However, single-channel accqfg recurrence of SREQ collisions and increase in the ID-
causes the control packet collision. Thus, we investigated figjting time as nodes return their intermittent intervals to
effect of the collision problem in our previous research. I@mm_ In addition, since this packet loss can be induced by
[9], we clarified the basic performance of IRDT through &ot only congestion which causes SREQ collisions but also

comparison with EALPL [7], one of the system based Ophannel errors, the intermittent interval may change regardless
LPL and we also show the approach to avoid control packgt ihe node’s communication load.

collisions. Note that we have developed IRDT as a protocol ) i
actually implemented in meter products [12]. Furthermore, we N this paper, we make use of the first and the second
are proposing this technique to IEEE 802.15 Task Group 4 @Rproaches. In case _nodes hqve information on the network
a part of standard protocol for smart meter system [13]. t©0Pology and can estimate their own |oad, a proper value of
In IRDT, each node sends its own ID to inform other nodeIQe intermittent interval is expected to avoid SREQ collisions.
that they are ready to receive data packets. A sender n&sefor the latter approach, data aggregation en.ables the number
waits for the receivers’ IDs, and when it acquires an ID frofif sent data packets to be decrease,d [14]'. This clearly reduces
an appropriate receiver, it establishes a link with the receiije number of S_REQ sent to nodes recevers and ha? a great
and sends a data packet. After getting an acknowledge packigct on reduction of the SREQ collisions as described in
for the SREQ (RACK), the sender transmits a data packet aﬁgcnon lll. We clarify the _|mp.act of a proper mtermltte_nt
finishes communication following receipt of an acknowledg'é]te,rVaI and dgtg aggregation in IRDT respectively by sim-
packet for the data (DACK). In this way, a sender node Céﬂatlon. In addition, we compare the performange of IRDT
select a receiver from one or more communication candidat{4th that of LPL, when both method use a proper interval and

which can save considerable energy by shortening the senddp& aggregation.

active time waiting for an ID packet. We show an example of The rest of this paper is organized as follows. In Section Il ,
intermittent operation of IRDT in Fig. 1(a). Node 3 is thave discuss the procedure for determining a proper intermittent
sender and checks the ID from node 2 and accepts node 2rasrval in IRDT. In Section Ill, we describe data aggregation
an appropriate receiver. By comparing Fig. 1(a) and 1(b), vie IRDT. We present the simulation results in Section IV and
show that node 3 of IRDT can reduce more time in an activeir conclusions in Section V.

Fig. 2. Dynamic control of intermittent interval proposed in [9].



Forward-node « Each sensor node generates a data packet according to
s Poisson process with intensity and sends the data to
Sldowere noce the sink node. In addition, when they forward the data,
5 they always select forward-nodes and all forward-nodes
Backward-node are equally likely to be chosen as the receiver.
1 « Each node sends ID packet at the regular intermittent in-
Sink node 2 terval denoted byi". Moreover, all nodes use CSMA/CA
when sending any kind of packet. When packet collisions
Fig. 3. Classification of neighbor nodes at node 3 occur, the packets are always discarded.

From the above assumptions, we can calcuE{é:) which
is the approximate average number of data packets that node
[l. AVOIDANCE OF CONTROL PACKET COLLISIONS R receives in one second:(R) depends on the number of

ode R’'s backward-nodes and the backward-nodes’ traffic

In this section, we describe how the intermittent mtervcﬂ)ad_ Here, we defineVy(R) as the set of backward-nodes

affects the probability of packet collisions and the proceduEﬁ node R and |N;(n)| as the number of forward-nodes of
for determining a proper intermittent interval that minimize /

this probability. Roden. The probability that one node (denoted dyof them

i i ) __select noder for their receiver is|N¢(n)|, therefore,G(R)
The change of intermittent interval affects the followmgS expressed as following:

three respects:

1) Prc_)bability of SREQ collisions G(R) = Z e 1 {G(n) + A} (1)
This is the probability that when a node sends an ID, nenmiry Vs ()]

multiple nodes return SREQ packets simultaneously. A . .
P Qp y SREQ collisions occur when two or more neighbor nodes

longer intermittent interval increases this probability. If .
9 P 4 end SREQ packets simultaneously. We assume that all nodes

SREQ collisions occur, the energy consumption of the . X )
sender nodes increases because of retransmissions. P CSMA/CA mechanism, which can reduce SREQ colli-

thermore, such SREQ collisions can occur repeatedlyz'.ggs’ bUtdSR%Q CO"'S'EESE may ?(C(iur unlebss tk:ere grt_a- rlo "
2) Probability of ID collisions idden nodes because Q packets can be returned just a

This probability corresponds to the likelihood that the ipnee: In CSMA/CA mechanism with exponential backoff, the

packets periodically sent by all neighbor nodes collid%urnber of_tlme slots that gach node chooses randontly s
against other packets. A shorter intermittent interv here BE is the moderate integer value. Here, we assume that

increases this probability. As in the case of SRE e number of data packets that noRereceives from each

collisions, retransmissions increase energy consumpti erg.gﬁ 223‘;\'\;2;3;:21? SISREIJEqu?/\l/.hzzerreeggir\ihchnp;Oba:gm:i);ttgal‘tD
3) Wating time of sender nodes for ID Q 9 pprop

_ . G(R
In IRDT, most energy is consumed when the node fan be expressed as-e (T whereG (R) is INb((R))\ and
waiting to receive an ID packet. A shorter intermittenfl0€SN’t return can also be expressed as'(")". Psppq, the
interval of the node decreases the waiting time of sendiobability that SREQ collisions occur, is also the probability
nodes, but increases the node’s duty cycle. Converséﬂé‘t at least one node of nodehave a data packet and more
a longer intermittent interval increases the waiting timé1an one neighbor of nod& has data packet but CSMA/CA

of sender nodes and decreases the node’s duty cyclgNechanism can avoid an SREQ collision when nétlsend

Next, we obtain the optimal intermittent interval analyti-a n ID packet. ThusPsrrq can be calculated as following:

cally, which minimizes the sum of the SREQ collision and ID

collision probabilities. We refer to this intermittent interval as INe (B
. —1— —(INu(R)|=k)Go(R)T (| _ ,—Go(R)T\k
the “proper interval (denoted by*)". Psreq =1 Z C(R, k)e P (e )
k=0

2
means the number of combinations of the
In the analysis of the control packet collision probabilityifferent £ nodes out ofN,(R) which considers the hidden-

we introduce the following assumptions. terminal problem under CSMA/CA.

« All nodes have complete information on network topol- Htlalre V\r/]e cogyder only for ';]he (;:‘?vav(r;glriakt)geb(;?;ué o
ogy and a static routing table based on this infoemaller than three because the t (1-

. . . . . o= Gu(R)T\k j i i i
mation. Then, all nodes classify their neighbors int6_ ) is so small that we can ignore it with large

“forward-node”, “sideward-node”, and “backward-node”C (11: k) is defined as below:

A “forward-node” (“backward-node”) is a neighbor node
that has the smaller (larger) number of hops from the sink 1 (k=0)
node ; “sideward-node” has the same number of hops. For C(R,k)=<{ |No(R)| (k=1) (3)

BE _

example, in Fig 3, node 3’s neighbors are classified. hR) 35 (k=2)

A. Analytical derivation of control packet collision probability,;nare C(R, k)




whereh(R) is the number of couples of nodes in the relation
of the hidden nodes each other out/§§(R).

Next, we target in collisions of ID packets at no&e An
ID packet collision occurs when ID packets are sent by the
neighbors of nodeR while node R is receiving an SREQ
or data packet. Note that we don’t need to pay attension to Fig. 4. Network model
the backoff timeslot of CSMA/CA as discussed fyrro
because ID packets are hardly transmitted coincidentally. Here,
the average number of hidden nodes of n@eH (R), when 0.05

node R is receiving the SREQ or data is defined as follows. I p’s;';%:%mﬂl;iizﬂﬁ
) 2 oof i o P Egﬂg:{:;:i I
< H o+ YSREQ analysis) «« e e
H(R) = 5 h(R,n) 4 g
|Na(R)| n%;(m 5
where, N, (R) is the set of the adjacent nodes of nd@eand §
|N.(R)| is the number of elements df,(R) andh(R,n) is E )
the number of hidden nodes of nodeincluded inN,(R). ”iii:;i{“,
The average ID reception interval when na@és receiving i L L

0.0 0.5 1.0 1.5 2.0
Intermittent interval [s]

the SREQ or data packet can be computedﬁéﬁ) because
H(R) nodes can send ID packets even when ndtlés
receiving other packet. Here, we defifie as the reception Fig. 5. Probability of control packet collisions
time for the SREQ and data packet, then the probability of ID

collisions, denoted by’;p, is expressed as follows.

T.H(R) On the other hand, the energy consumption of the intermittent
Prp=—7 (5) operation of noder is Z=Te et whereT), is transmission
time for an ID packet and SREQ waiting time after sending
an ID. T},,, which minimizes the sum of these, is expressed as

To determine the proper interval, we modify Eq. (2). Equdollows.
tion (2) shows the probability that SREQ collision occurs
when one ID packet is sent by node and Eg. (5) shows
the probability of ID collision when node? receives one 7o (EsTp, + E,Ty)
SREQ or data packet. Therefore, we introduegy . the TN E, T V) T
product of Psrrq and (G(R)T)~*, which corresponds with nENu(R) (N (m)+1)
the SREQ collision probability for receiving one SREQ or data
packet (Eq. 6). Figure 5 shows the results of the analysis and simulation

) RGBT Gy (R)T pf cqntrol packet collisions for the network topology shown
Phnpo = 1 =2 ko O F)e (1-e )" in Fig. 4, whereA = 0.024, BE = 3 and the error bar
G(R)T corresponds to the 95% confidence interval. From the results
i L o (6)  shown in Fig. 5, it can be concluded that both the analysis
Then we can obtaif™ by minimizing Porrr, which is the  anq the simulation of?;, and Psrpq roughly correspond,
probability of control packet collisions as follows: so our analysis roughly seems to be good. Butiorzq, as
the intermittent interval become longer, the simulation result
_ p! surpasses the analytical result due to the assumption that
Forre = Psppg + Pro " CSE/IA/CA can always prevent packet collisions regardless of

Unfortunately, an explicit expression d@* which mini- whether or not there are hidden nodes. In fact, CSMA/CA
mizes Eq. (7) cannot be represented, but instead, we @amnot completely avoid packet collisions, and SREQ col-
compute the approximate value @f* by calculating the lisions tend to occur as more backward-nodes have data
minimum value of the sum and thefi* every 10 ms in packets. Therefore, when the packet generation rate is high,
the semiopen interval (0.0 s, 2.0 s]. However, if we cann®REQ collisions occur more frequently. In an actual multi-hop
determine the minimum value, we use the intermittent intervaétwork, a node sends data packets not only to the forward-
that minimizes the sum of the energy consumption for the IDode but also to the sideward-node and the backward-node.
waiting time of the backward-nodes and for own intermitterfthis is becausePsrrg in an actual network is difficult to
operation (denoted b¥},). The total energy consumption ofestimate. Moreover, the actual average number of data packets
the neighbor nodes of node per second can be representececeived in one second increases due to retransmissions. Then,
asy ey, (R) Wﬁ%G(n) whereE; and E,, are the trans- P;p decreases slightly since the node with data packet does
mission power and the reception-standby power, respectivetpt send ID packets anBsrg can increase.

B. Procedure for determining a proper interval

(8)




TABLE |
PARAMETER SETTINGS
Parameter Value
Sending current 20 mA
E Waiting current 25 mA
8 Sleeping current 0 mA
ID packet size 40 byte
SREQ, RACK, DACK packet size 26 byte
Sink node Data packet size 128 byte
Transmission speed 100 kbps

Fig. 6. Network model

the ID-waiting state when the size of the aggregated data
packet reaches a certain predetermined size or a certain

1. DATA AGGREGATION IN IRDT period of time passes.
_ 2) Transmitting an ID packet in ID-waiting state: In the
Data aggregation can reduce the number of data packet current IRDT, the node that has a data packet waits
transmissions of each node. We assume that when a node ¢ . ¢ .\ ard-nodes’ ID packets, but does not send an
aggregaten data packets, the size of Fhe data packet increases | packet. It becomes possible to receive data packets
m times. Therefore, a largen effectively decreases/(R) by changing its radio to the transmission mode and

in Eq. (2) then Psgpo also decreases, but unfortunately, transmitting an ID packet until receiving an appropriate
increases’;. in Eq. (5) and alsoP;p. Then, we show this D

tradeoff in the next section. . o

Here, we show the great effect of data aggregation WithThe first m(_athod decreases th_e data transmission frequency
sideward-nodes. In [9], we presented a method in which ea\;(\:lﬁhrea%?g;szzfa ﬁiﬁoi??;i?:z:;r; a?hde tg§|ase§%n: m e:niosd
node gives priority to forward-nodes as appropriate receivefs 9 9 y '

When using data aggregation, however, relay with sidewar%"fip.er’ we focus on the first method to achieve greater energy

: . . savings.
nodes is more effective. SREQ collisions occur when two 9

or more neighboring nodes that have the same hop count IV. SIMULATION RESULTS
own data packets. If data aggregation is done among thes
nodes well, only one node has the aggregated data packet
then no SREQ collision occurs. Moreover, data aggregatiggd
can resolve repeated SREQ collisions which occur Wh%ﬂa
there is only one forward node such as a sink node. V@
e

how thi ted SRE llisi h are introduced.
show this repeate Q COTISIONS causes muc more,en We use the network model shown in Fig. 6, in which one
consumption in our previous research. If IRDT doesn't us

Sink node and 49 d deployed 400 m-
data aggregation, repeated SREQ collisions continue untilSn noce an Sensor nodes are depioyed over m

ding ti . Specificall hen dat " are. In this figure, the sink node is represented by a square
sending imer expires. Specitically, when data aggregation Jgy i er shapes denote sensor nodes. The communication
possible, we extend the priority of the forward-nodes to t

id d-nodes that h dat kets. Wheth ¢ nge of nodes is 100 m and the sensor nodes shown in the
sideward-nodes that have data packets. ether or not Hifre with the same shape and color have the same number of
sideward-nodes have data packets can be obtained by inclu

o S %s from the sink node. The main parameters are shown in
this mf_ormaﬂon n the 1D packets. Table | and other parameters are the same as those used in [9].

We limit the size of aggregated data packets for the reasensor nodes other than the sink node on the network generate
noted above, nar_nely,. alarge \{aluermﬁncreaseaDI D and the data packets according to Poisson process and transmit the data
channel occupation time. We include thg numbein the ID to. the sink node by multi-hop relay. We investigate the packet
packgts to inform the receiver nodes, wh|ch_can a]sq be useg%ilection ratio, that is, the number of packets received at the
the sideward-nodes have data packets. Using this informatign, . J4e divided by the number of all generated packets. We

prevents the data packet size of the nodes from exceedingalso investigate the energy consumption of the highest loaded

times the original data size as a result of aggregatl.on. nodes, denoted by the maximum energy consumption, and the
Here, two methods can be used to add the function of d%f@erage energy consumption for all nodes.

aggregation to IRDT:
1) Continuing intermittent operation for a fixed timeA- Performance using a proper intermittent interval
Sender nodes immediately change into the ID-waiting The collection ratio and the power consumption when
state in IRDT when they receive or generate a datmach node sets own intermittent interval to 0.1 s, 1.0 s, and
packet. At that time, the data aggregation can BE* obtained in Section II-B are shown in Fig. 7. We also
achieved by continuing their intermittent operation tghow the results when each node sets its intermittent interval
receive data packets until the fixed time passes withadynamically as discussed in [9]. As shown in Fig. 7(a), when
changing into the ID-waiting state. The node changes the intermittent interval is 0.1 s, IRDT cannot achieve even a

i this section, we clarify the performance characteristics of
T with (a) the proper interval setting or (b) the introduction
ata aggregation. In addition, we compare the performance
racteristics of IRDT with those of LPL when both (a) and
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Fig. 7. Performance using™

These results can be explained with Eq. (2), (5). From the
Eg. (2) and Fig. 5Psreq and the repeated SREQ collisions
mentioned in section II-B increase as the intermittent interval
becomes longer, and the collection ratio for the high packet
generation rate at 1.0 s results in the lower value. Meanwhile,
from Eg. (5), Prp is a constant value when the intermittent
interval is fixed. This causes a decrease in the collection ratio
according to a constant probability, which occurs notably when
the intermittent interval is short. Remarkably, these results can
be improved by both setting the intermittent intervalito and

the dynamic setting of the intermittent interval. As a result, the
collection ratio is always near 100% over the entire range of
the packet generation ratio in Fig. 7(a).

An increase in the power consumption can be suppressed by
using an interval of™* as shown in Fig. 7(b), 7(c) due to pre-
vention of control packet collisions. Additionally, preventing
repeated SREQ collisions and shortening the ID-waiting time
can decrease energy consumption. An intermittent interval
of T results in a 41% reduction in the maximum energy
consumption compared with dynamic setting of intermittent
interval at a packet generation rate of 0.001. A reduction in
maximum energy consumption of 64% is also achieved at a
packet generation rate of 0.030. Reductions in the average
energy consumption of 10% and 44% are attained when the
packet generation rates are 0.001 and 0.030, respectively.

B. Effect of data aggregation

The performance of IRDT when the data aggregation func-
tion is introduced is shown in Fig. 8; the number in the
label denotes how many data packets can be included in one
aggregated data packet. Immediately after the reception or
generation of data, each node waits for 5.0 s for aggregation
without forwarding. When the intermittent interval is 1.0 s,
the packet collection ratio improves with data aggregation up
to two data packets, but becomes worse with aggregation of
three data packets. At an intermittent interval of 0.1 s, data
aggregation always decreases the collection ratio since the
large data packets are likely to collide with the ID packets.
Moreover, the loss of the aggregated data packet greatly
decreases the collection ratio. As mentioned above, when the
intermittent interval is comparatively long, data aggregation up
to two is effective in terms of the avoidance of SREQ collision,
although aggregation of three or more is disadvantageous.
However, at a short intermittent interval, the data aggregation
is ineffective due to the increase &% p.

The maximum and average energy consumption decreases
as the number of aggregated data increases. However, when
the packet generation rate is low, data aggregation seldom
occurs during the waiting time of 5.0 s and the energy
consumption does not improve considerably. Note that when

95% collection ratio even when the packet generation ratetie intermittent interval is 0.1 s, the slight difference between
0.001, but can always achieve a collection ratio of more thé&nl s (2) and 0.1 s (3) in Fig. 8(b), 8(c) indicates that the
70%. By contrast, at an intermittent interval of 1.0 s, IRDT caimcrease in retransmissions due to ID collisions increases the
attain an approximately 100% collection ratio when the packehergy consumption. For aggregation up to three data packets,
generation rate is low, although it cannot attain a collectiomhen the packet generation rate is 0.030, an 83% reduction
ratio of even 45% at relatively high packet generation rates. maximum energy consumption and a 77% reduction in
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20
=
T 1) . .
= C. Comparison with LPL
kel
E ol We compare the performance of IRDT with the proper
g interval and data aggregation with that of LPL (Fig. 9), where
o . -
3 the data aggregation is up to two data packets to prevent
2 °r the packet collection ratio from decreasing. To conduct a fair
comparison, LPL also uses data aggregation and an appropriate
0o 00'06 O(;lz 00'18 0(;24 0630 intermittent interval that minimizes the energy consumption
' b e ' ' such as Eq. (8). However, due to LPL's MAC layer protocol,
acket generation rate [packets/s] X R g o
the intermittent interval are limited to 8 values (10, 20, 50, 100,
(c) Average energy consumption 200, 400, 800, 1600 ms) [4]; therefore, LPL uses the closest
value to the appropriate interval from these eight values.
Fig. 8. Performance with data aggregation The results show that IRDT attains a higher collection ratio

than LPL. In addition, IRDT has lower maximum and average

power consumption at any time in Fig. 9(b). Maximum energy

consumption can be reduced to 33% to 52% and average
average energy consumption can be attained at an intermittenérgy consumption can be reduced to 38% to 54%. Moreover,
interval of 1.0 s. Moreover, maximum and average energy92% reduction of the maximum energy consumption and
consumption is reduced by 70% and 47% at an interval of 0..hs 84% reduction of the average energy consumption are
respectively. These improvements are achieved in particutathieved compared with the original IRDT at an intermittent
due to forwarding data to sideward-nodes, which effectivelgterval of 1.0 s. In particular, it is important to lower the
suppresses SREQ collisions in the sink-neighbor nodes. maximum energy consumption for the long term operation of



the network; therefore, the avoidance of the control packet] J. Polastre, J. Hill, and D. Culler, “Versatile Low Power Media Access
collisions is very effective.

V. CONCLUSION

In this paper, we investigated the relation between thg]
probability of control packet collisions and the intermittent[6]
interval in a receiver-driven asynchronous IRDT system. We
presented a procedure for obtaining the proper interval that
minimizes the probability of control packet collisions. More-[7]

over, we showed that data aggregation can further reduce this

probability. We examined the efficacy of the proper intervalg)
and data aggregation through a comparison with the original
IRDT and LPL, which is a sender-driven asynchronous system,
by using computer simulation. As a result, a reduction in they

maximum and average energy consumptions of more than 30%

compared with LPL could be obtained. Furthermore, compared
with the original IRDT, the maximum energy consumption

was reduced by 92% and the average energy consumption {8k J. Garcia-Luna-Aceves and A. Tzamaloukas, “Receiver-Initiated Colli-
reduced by 84%. Load balancing to reduce maximum energy
consumption and a more detailed simulation considering node
failure, energy depletion, and wireless channel conditions is Schemes for Dense Wireless Sensor Networks Pioceedings of the
our future works.
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