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To accommodate real-time multimedia application while satisfying application-level QoS requirements in a wireless ad-hoc
network, we need QoS control mechanisms. We proposed a new routing mechanism for a wireless ad-hoc network composed of
nodes equipped with multiple network interfaces. By embedding information about channel usage in control messages of OLSRv2,
each node obtains a view of topology and bandwidth information of the whole network. Based on the obtained information, a
source node determines a logical path with the maximum available bandwidth to satisfy application-level QoS requirements. In
this paper, we evaluated feasibility of the proposal through simulation and practical experiments and confirmed that our proposal
effectively transferred multimedia packets over a logical path avoiding congested links. The load on a network is well distributed
and the network can accommodate more sessions than OLSRv2 and QOLSR.

1. Introduction

Wireless ad-hoc networks need no fixed communication
infrastructures such as routers, switches, access points, and
cables. Nodes communicate with each other through radio
signals to organize a network and transmit data from one
node to another. Packets are transmitted over a wireless ad-
hoc network including both of best-effort traffic (file transfer,
e-mail, and Web) and real-time traffic (remote monitoring,
video conferencing, and VoIP). It has been recognized
that the effective network capacity of a single-channel and
multihop wireless network using the normal IEEE 802.11
standard MAC is not n × (per channel throughput), but
O(n/

√
n) × (per channel throughput) [1], where n is the

number of nodes using the same channel in the network.
In [2], they further took into account phenomena, such as
medium contention, channel fading, and radio interference,
causing the degradation of the effective bandwidth. Since

the capacity of a wireless link is limited and the effective
bandwidth is much smaller because of contention among
the nodes [1, 2], it is not trivial to accommodate real-time
multimedia traffic in a wireless ad-hoc network. Especially,
the fact that real-time applications require a certain level of
QoS guarantee or control in terms of packet loss, delay, and
delay jitter makes it challenging.

Over the past several years, many studies have been
devoted to QoS control in wireless ad-hoc networks [3–
6]. There are several techniques or methods for controlling
QoS in wireless ad-hoc networks, such as bandwidth reser-
vation, channel switching, channel separation, and QoS-
aware routing. At the MAC layer, some studies have been
aimed to support frame transmission over a multichannel
and multi-interface wireless ad-hoc network by modification
of IEEE 802.11 standard MAC protocol. A node switches
wireless channels [7] or both of channels and interfaces [8–
13] in a hop-by-hop manner or a time-based manner, to
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reduce the number of packet losses and improve the network
throughput. In [14], they consider a multichannel, multi-
interface, and multirate wireless network, but they do not
consider multihop scenario. Their idea is to assign physical
links having same or similar data rates on the same channel
to minimize the waste of channel resources due to inconsis-
tency among high and low data rate links. According to this
modification, they overcome the performance degradation
caused by rate adaptation. Although multiple channels
and interfaces contribute to avoidance of competition and
collision for a wireless channel, Kyasanur and Vaidya showed
in [13] that channel switching in the same frequency band
on an interface introduced nonnegligible switching delay.
To tackle the problem, they proposed to classify interfaces
on a node into “fixed” and “switchable” interfaces so that
neighboring nodes can communicate with each other on
their fixed channels to avoid the interface switching delay. In
their proposal, fixed interfaces stay on their channels for a
longer period than switchable interfaces.

Several works on QoS routing have been proposed for
wireless ad-hoc networks. QoS-AODV [15] is a per node
available bandwidth estimation protocol based on AODV. It
estimates the available bandwidth from the ratio between the
numbers of transmitted and received packets. The original
AODV is extended by adding new fields including maximum
delay extension and minimum bandwidth extension. These
extension fields are included on Route Request (RREQ) and
Route Reply (RREP) messages during the phase of route dis-
covery. A node becomes an intermediate node on the route
only if it can meet the requirements specified in the RREQ.
CEDAR [16] dynamically establishes the core of the network
that is given the responsibility of managing the dissemination
of control messages. A node incrementally propagates the
link states to the core nodes and they perform on demand
route computation using the propagated link states. In
the CEDAR approach, the core provides an efficient low-
overhead infrastructure to perform routing, while the link
state propagation mechanism ensures availability of link state
information at the core nodes without incurring high over-
heads. QOLSR [4, 17] is a QoS-aware routing protocol based
on the conventional OLSR (RFC3626). Different from QoS-
AODV and CEDAR, QOLSR is a table-driven (proactive)
routing protocol. QOLSR is described later in Section 4.3.
All of these QoS routing protocols are less concerned
about multi-interface networks; so we have to introduce
routing for all channels to support multi-interface. Since any
routing protocol must propagate control messages for route
computation, the available bandwidth for user applications
of wireless networks is decreased by the control messages.

We developed a QoS-aware routing mechanism for wire-
less ad-hoc networks, especially used for temporary com-
munication means such as needed at a historic landmark,
a festival, or a disaster-affected area [18]. Our mechanism
assumes a node equipped with multiple network interfaces
and to each of which a different wireless channel can be
assigned. More specifically, we consider that the number
of available wireless channels is equal to or greater than
the number of interfaces. Channels are assigned statically
to interfaces without overlap. Our mechanism consists of

three cooperative techniques: bandwidth estimation, effi-
cient message distribution, and logical routing. One interface
is assigned to best-effort traffic and implements OLSRv2
(OLSR version 2) [19]. The remaining interfaces are devoted
to real-time multimedia traffic. A node estimates the usage of
its wireless channels and disseminates the information about
the available bandwidth of the node, called the bandwidth
information, to the other nodes in the whole network. For
this purpose, the bandwidth information is embedded in
control messages of OLSRv2 and propagated in the whole
network in an efficient and effective way. In transmitting real-
time packets, a source node tries to estimate the optimal
path to its destination node to satisfy application-level
QoS requirements knowing the topology and bandwidth
information. Since the derived path, called a logical path,
is different from the physical path from the source to the
destination established by the underlying OLSRv2, packets
are encapsulated by destination addresses of logical next-hop
nodes so that it traverses the logical path. Each intermediate
node receiving an encapsulated real-time packet chooses one
wireless channel on the node in a stochastic manner to trans-
mit the packet for efficient use of wireless channels and colli-
sion avoidance. One of the key advantages of our mechanism
is that it can be implemented using off-the-shelf hardware.

In the previous paper, we have described the details
of our proposal and showed preliminary simulation and
experimental results [18]. In this paper, we performed
extensive simulation experiments to verify the feasibility
of our proposal and provided details of our implemen-
tation. The channel is modeled by considering a realistic
propagation model and the transmission quality is assessed
using the Signal-to-Interference and Noise Ratio (SINR)
instead of transmission (or interference) and carrier sensing
ranges, respectively, in simulation to take into account their
fluctuation.

In the rest of this paper, we first briefly describe our
proposal in Section 2 and explain its implementation in
Section 3. Next, we perform simulation experiments to
evaluate the effectiveness of our proposal with respect of
end-to-end packet delivery ratio, delay, delay jitter, and node
utilization in Section 4. Then, we further build a prototype
and conduct practical experiments to verify the practicality
in Section 5. Finally, we summarize the paper and describe
some future work in Section 6.

2. QoS-Aware Routing Mechanism for
Wireless Ad-Hoc Networks

In this section, we first give an overview of our proposed
mechanism and describe three key techniques in more
details, that is, estimation of the available bandwidth,
distribution of bandwidth information, and logical routing.
We discussed more details in [18].

2.1. Overview of Our Proposed Mechanism. We consider a
wireless ad-hoc network consisting of nodes equipped with
K (K ≥ 2) wireless network interfaces. Wireless channels
are assigned to K interfaces without overlap. Without loss of
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Table 1: An example of wireless channel and IP address assignment.

IF ch IP addr–node 1 IP addr–node 2 IP addr–node 3

wlan0 3 192.168.0.1/24 192.168.0.2/24 192.168.0.3/24

wlan1 8 192.168.1.1/24 192.168.1.2/24 192.168.1.3/24

wlan2 13 192.168.2.1/24 192.168.2.2/24 192.168.2.3/24

generality, we number channels and interfaces from 0 to K −
1, while assigning the same number to the coupled channel
and interface and numbering is the same among nodes. In
our proposal, one channel numbered 0, called “best-effort
channel”, is reserved for best-effort traffic and the other K−1
channels, called “real-time channels”, are used for real-time
traffic such as voice or video data. On the best-effort channel,
the OLSRv2 with extension for our proposed mechanism
operates for proactive IP routing and bandwidth information
dissemination. We refer to IP routing as physical routing
in contrast to logical routing. It is known that broadcast
messages, that is, control messages of OLSRv2, may cause the
hidden terminal problem because the RTS/CTS mechanism
does not work when they are transmitted. So we classify
channels into best-effort and real-time channels and define
that no broadcast message can be transmitted on real-time
channels. Because of the application scenarios, we assume
that nodes are immobile. At least, the topology is stable and
unchanged while a session is active. Nevertheless, condition
of wireless communication can dynamically change by fading
or some other environmental effects.

Table 1 shows an example of wireless channel and IP
address assignment on our proposed mechanism. In this
example, each of nodes 1, 2, and 3 has three wireless network
interfaces named wlan0, wlan1, and wlan2. There are three
available channels without interference, 3, 8, and 13. Each
interface on a node belongs to a different network, that
is, 192.168.0.0/24 for wlan0, 192.168.1.0/24 for wlan1, and
192.168.2.0/24 for wlan2. Each node has a unique host
address, 1, 2, and 3. By such channel and address assignment,
channel switching can be easily done by changing network
address of a packet at a source node and intermediate nodes.

Each node always evaluates the usage of real-time
channels and estimates the available bandwidth. Information
about the estimated available bandwidth is disseminated
over the whole network by being embedded on control
messages, that is, HELLO messages and TC (Topology
Control) messages of OLSRv2. In our mechanism, with a
help of OLSRv2, all nodes obtain and maintain the complete
information about the available bandwidth for all the nodes
in the network.

Packets belonging to best-effort traffic are transmitted to
a destination node on the best-effort channel. Intermediate
nodes choose a next-hop node for the destination node of a
received packet in accordance with the routing table main-
tained by OLSRv2. On the other hand, packets belonging to
real-time traffic are transmitted to a destination on real-time
channels traversing a so-called logical path. A logical path
consists of one or more contiguous logical links. A logical
link consists of one or more physical links from one end to
the other. A logical path is determined by taking into account

the topology of a wireless ad-hoc network, the available
bandwidth on all physical links, and the application-level
QoS requirements.

Figure 1 illustrates an example of logical path construc-
tion and packet forwarding. Figure 2 shows the way that
a packet is processed in our system. We refer to a flow
of traffic generated by a real-time application as a session.
When a packet to a new destination is generated by a
real-time application, a source node determines a logical
path to its destination for the session. To determine a
logical path, source node S first considers a logical mesh
topology on a physical network (Figure 1(b)). Each one of
the logical links in the logical mesh topology is related
to a physical path connecting the two ends of the logical
link. Then, source node S tries to find an optimal path
with respect to the application-level QoS requirements to
destination node D. In this example, logical path S-B-D
is chosen (Figure 1(d)) and a physical path determined
by OLSRv2 could be S-E-F-D. The purpose of the logical
routing is to avoid traversing a physical path containing any
congested links, which deteriorate the QoS provided to an
application. For packets to travel on the logical path, all
packets belonging to the session for node D are encapsulated
by a logical routing header, which indicates the intermediate
node B and the destination node D, as shown in Figure 2.
Encapsulated packets are sent to the first destination node
B through the physical path from source node S to node
B and then sent to the next (final) destination node D
from node B (Figure 1(c)). In this case, the logical next-
hop node at node S is node B while the physical next-hop
node at node S is node A, and based on OLSRv2 physical
routing. Therefore, node S sends a real-time packet to node
A, then the node A forwards the packet to node B. The
intermediate node A only relays a received packet to node B,
which is regarded as the destination of the packet from the
physical routing view point. To efficiently use the wireless
bandwidth, each node chooses one real-time channel in
a stochastic manner weighted by the available bandwidth
among the real-time channels in forwarding a packet. If
a node has two wireless network interfaces named wlan1
and wlan2, and their available bandwidths are 1 Mb/s and
2 Mb/s, respectively, then one of three real-time packets may
be transmitted via wlan1 and the other two real-time packets
may be transmitted via wlan2. When a packet arrives at
a logical intermediate node, it is encapsulated with a new
header indicating the next logical hop node (Figure 2, node
B). In this way, real-time packets traverse a logical path over
a network maintained by a physical routing protocol, that is,
OLSRv2.

2.2. Estimation of Available Bandwidth. There have been
some studies on the estimation of the available bandwidth in
a wireless network [2, 20, 21]. It is still a challenging problem,
because the bandwidth is shared among neighboring nodes
and the radio context varies momentarily. In [2], Shah et al.
proposed an available bandwidth estimation scheme using a
data packet size and the channel’s bit-rate. They have shown
that the measured throughput highly depends on transmit-
ted packets sizes. However, a network manager can enable
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Figure 1: QoS-aware routing by proposed mechanism.
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Auto Rate Fallback mechanism to achieve faster transmission
at higher data rates and more stable transmission at lower
data rates. In such a situation, the evaluation of the available
bandwidth using a data packet size and the channel’s bit-rate
is not feasible, because the channel’s bit-rate may vary among
next hop nodes or packets.

Instead of estimating the available bandwidth from
variable values, we rather consider the radio conditions. In
[20], the channel utilization ratio is calculated using radio
states, that is, the time period that the channel is in a busy
state during each time period. They assumed that the IEEE
802.11 wireless radio states are classified into busy state
(transmitting, receiving, or carrier sensing) and idle state.
In [22], Saghir et al. also derived the available bandwidth

based on the radio states. Their method computes the idle
periods of the shared wireless media. In their method, each
node adds up all the idle periods Tidle during an observation
interval T and then divides it by the observation interval
T to derive the idle ratio Ridle. The available bandwidth B
is derived by multiplying the idle ratio Ridle with the raw
channel bandwidth Cmax, for example, 2 Mb/s for standard
IEEE 802.11 radio.

Although these radio state-based estimations lead to
higher accuracy, Sarr et al. pointed out in [21] that the
channel bandwidth Cmax should not be the raw medium
capacity, since we must take into account the overheads, that
is, headers, acknowledgments, and so on, introduced by the
MAC protocol.
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Taking these into consideration, our available bandwidth
estimation method uses the idle ratio Ridle, which is derived
by following equation using the idle periods Tidle and the
observation interval T :

Ridle = Tidle

T
. (1)

We set the observation interval to 2 s, which is the interval
of HELLO message of the OLSR. To abandon the overheads
introduced by the MAC protocol, we define Cmax as the max-
imum effective medium capacity. For the sake of simplicity,
we assume that Cmax is half of the raw medium capacity. The
available bandwidth Bk(c) of channel c (1 ≤ c ≤ K − 1) on
node k is estimated by (2), where Rk idle(c) corresponds to the
idle ratio of channel c on node k and Cmax corresponds to the
maximum effective medium capacity of channel c on node k:

Bk(c) = Rk idle(c)× Cmax. (2)

Since each node selects one interface stochastically among
K − 1 real-time interfaces in transmitting a packet, we treat
the total available bandwidth Bk as the available bandwidth of
node k. The total available bandwidth Bk for real-time traffic
on node k is derived by the following equation:

Bk =
K−1∑

c=1

Bk(c). (3)

2.3. Distribution of Bandwidth Information on OLSRv2. In
order to minimize the bandwidth consumption caused by
the control packets, the number of nodes forwarding TC
messages is limited in the OLSRv2 (and OLSR). These
forwarding nodes are called MPRs (MultiPoint Relay).
Among nodes receiving TC messages or any other broadcast
messages, only MPRs rebroadcast the message. MPRs are
chosen in a distributed manner to keep the connectivity with
the smallest number of MPRs. Nodes which select other
nodes as MPR are called MPR selectors. Please refer to the
standard for selection of MPR (RFC3626 1.4. or [23]).

With general OLSRv2 protocol, nodes exchange HELLO
messages with their 1-hop neighboring nodes at regular
HELLO intervals, for example, 2 seconds. In addition to
HELLO messages, an MPR generates and disseminates TC
messages at regular intervals, for example, 5 or 6 seconds.
On receiving a TC message, a node builds or updates a
table called Topology Set. A routing table, called Routing
Set, is built and maintained when any of Link Set, Neighbor
Address Association Set, 2-hop Neighbor Set, or Topology
Set changes appear in the TC packet. Entries of the Routing
Set are copied to the IP routing table in the system. Please
refer to the Internet-Draft for more information in such as a
message format [19].

In our proposal, the bandwidth information is also
embedded in HELLO and TC messages by adding the
extended field in the form of a TLV (Type Length Value)
block. On receiving these messages, a node builds or
updates the Extended Topology Set, newly introduced for the
proposal, to maintain the bandwidth information.

2.4. Logical Routing Based on Bandwidth Information. On
receiving a first packet to a new destination, a node generates
a logical full-mesh topology for logical routing to deter-
mine the maximum available bandwidth path. The current
physical network topology and bandwidth information of
each node are obtained from OLSRv2 with our extension. A
logical link between node i and node j in a logical full-mesh
topology is associated with the available bandwidth B(i, j).
The available bandwidth B(i, j) is given as the minimum
among the available bandwidth of all physical links on the
widest shortest path (WSP [24]) between node i and node
j. When there are two or more shortest paths for a logical
link, one with the minimum available bandwidth (safer side)
is chosen. We should note here that the node considers the
widest shortest path between logical neighboring node i and
j because the physical route between node i and node j
determined by OLSRv2 would be one of the minimum hop
count routes. The available bandwidth of a physical link
is defined as the lower one of the available bandwidth on
nodes at the both edges of the physical link. For example, the
available bandwidth B(S,B) in Figure 1 is given as B(S,B) =
min(min(BS,BA), min(BA,BB)), where BS, BA, and BB are the
total available bandwidth for real-time traffic on each node
derived by (3).

Once a logical mesh network is constructed, a source
node begins to find the optimal path with the maximum
available bandwidth. First, a set of logical paths with a
logical hop count of less than H are obtained from the
logical mesh network. The upper bound H is introduced to
avoid generating an unnecessarily long path and shorten the
calculation time. Then, a source node derives the available
bandwidth of each of logical paths in the set as the minimum
available bandwidth of logical links constituting the logical
path. Finally, the logical path with the largest available
bandwidth in the set is chosen for the session. When there
are two or more logical paths with the same largest available
bandwidth, the logical path that has the smallest physical
hop count is chosen for the session to minimize end-to-end
delay. When there are two or more logical paths with the
same largest available bandwidth and the smallest physical
hop count, the logical path found the earliest is chosen for
avoidance of overhead in memory copy.

3. Implementation of QoS-Aware
Routing Mechanism

In this section, we describe how our QoS-aware routing
mechanism is implemented on a wireless ad-hoc network
system. We adopt the same implementation methodology
for programming simulation codes and building prototypes.
Figure 3 shows module components of our proposed mech-
anism. In the figure, a node has four network interfaces and
four wireless channels. We assign channel 0 for best-effort
traffic and channels 1, 2, and 3 for real-time traffic.

Packets generated by a best-effort application are trans-
mitted through channel 0. They are sent to a destination fol-
lowing physical routing maintained by the OLSR module in
which we implemented standard OLSR with our extension.
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Packets generated by a real-time application are first pro-
cessed by the logical routing module (LR). On receiving the
first packet of a new session, the LR determines a logical path
based on topology and bandwidth information maintained
by the OLSR module (OLSR). Packets are encapsulated by
an LR header indicating addresses of intermediate nodes of
the logical path as shown in Figure 4, so that it traverses
the logical path on the physical network maintained by the
OLSR. Encapsulated packets are passed to the switching
module (SW). The LR header consists of two parts, that is,
the header information part and the logical path informa-
tion part. The header information part consists of header
identifier, message type, number of addresses in the logical
path information part, and message length. The logical path
information part consists of pairs of flags (IP version, source,
destination, and visited bit) and an IP address, from the
source node to the destination node on the logical path. The
LR maintains a table of existing sessions, called the session
management table, consisting of destination IP address,
source port number, destination port number, timestamp,
and the corresponding LR header information. Timestamp
in the table is updated when the entry is made or referred to.
The structure of the session management table, written in C
language, is shown as follows:

struct session_management_table {
InetAddr dstAddr; /* destination IP address */
uint16_t srcPort, /* source port number */

dstPort; /* destination port number */
clocktype lastTime; /* made/referred timestamp */
void *lr_info; /* LR header information */

}

0 7 15 23 31

...
...

...
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Figure 4: LR header format.

Constructed LR headers are stored in a memory, and the
LR header information in the table is a pointer to the
corresponding one of them prepared to avoid reconstruction
overhead. If the session management table already has an
entry for the session and less than 30 seconds have passed
since the entry was made or referred to, the LR header is
obtained from the LR header information of the entry.

On receiving a real-time packet from the LR, the SW
looks up the logical next-hop node written on the LR header
of the packet. Next, the SW determines a physical next-hop
node for the logical next-hop node based on the routing
table. The routing table is maintained by the OLSR, which
works on the best-effort channel. Then, the SW selects
one real-time interface in a stochastic manner based on
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Figure 5: The structure of the Extended Topology Set.

available bandwidth, which corresponds to the evaluation
per interface. We assume that each interface is assigned
to specific channel, respectively, and a pair of nodes can
communicate on each interface each other if the nodes are
connected by a bidirectional link on the best-effort channel.
Finally, the SW emits the real-time packet to the physical
next-hop node through the selected real-time interface. It
means that the packets of a flow may be routed on different
real-time interfaces at a node.

On the contrary, when the SW receives a real-time packet
from a network, it searches the logical path information part
in the LR header. The topmost node with unset “visited flag”
is the logical next-hop node. If the logical next-hop node
is not node itself, the SW sends the packet to the physical
next-hop node on the physical path toward the logical next-
hop node. Otherwise, the SW forwards the packet to its own
LR. On receiving a real-time packet from the SW, the LR
investigates the LR header to check whether it is the final
destination or not. If the node is the final destination, the
LR removes the LR header from the packet and passes it to
the corresponding real-time application.

The SW is also responsible for estimation of the available
bandwidth. The BW estimator module in the SW estimates
the available bandwidth by (2), derives the available band-
width of node by (3), and reports the result to the OLSR.

The OLSR manages a physical network by exchanging
HELLO and TC messages on a best-effort channel. The
OLSR obtains information about the available bandwidth
of node from the SW. The obtained information is stored
in the myInfo field of the localSubset in the Extended
Topology Set, which deposits the original topology informa-
tion of OLSRv2 and additionally the bandwidth information
(Figure 5). Addr BW Info consists of IP address and band-
width information as shown here in after:

struct addr_bw_info {
InetAddr address; /* IP address */
uint32_t bandwidth_info; /* bandwidth information */

}

The OLSR embeds the information about its available band-
width in HELLO messages and sends them to neighboring

nodes. Once the OLSR receives a HELLO message from a
neighboring node, it also embeds the information about the
neighboring node’s available bandwidth in HELLO messages.
In addition to HELLO messages, the OLSR of an MPR
generates and disseminates TC messages embedded with the
information about its available bandwidth and the available
bandwidth of its MPR selectors. On receiving HELLO or TC
message, the OLSR builds or updates the Extended Topology
Set. The structure of the Extended Topology Set is shown as
follows:

struct extended_topology_set {
struct localSubset {
struct addr_bw_info myInfo; /* obtained from the SW */
struct addr_bw_info neighborInfo[]; /* from HELLO msgs */
}
struct topologySubset[] {
struct addr_bw_info MPRInfo; /* obtained from TC msgs */
struct addr_bw_info MPRselectorInfo[]; /* from TC msgs */
}

}

On receiving a request from the LR, the OLSR provides the
LR with the Extended Topology Set.

4. Simulation Experiments and Discussions

In this section, we explain simulator and simulation settings,
and then we evaluate the performance of our proposal
through simulation experiments.

4.1. Simulator and Simulation Settings. We used the QualNet
simulator [25]. We chose the IEEE 802.11g PHY model
for the physical layer. Some researchers have proved that
the carrier sensing range is about twice the range of the
transmission (or interference) range in IEEE 802.11 [26–28];
so some other researchers set transmission range and carrier
sensing range strictly, for example, transmission range is
250 m and carrier sensing range is from 251 to 500 m. It
is clear, however, that both the transmission and carrier
sensing ranges can fluctuate by wireless condition or node
deployment. We used SINR and realistic propagation model
instead of fixed transmission and carrier sensing ranges,
respectively, in simulation to take into account their fluc-
tuation. To accomplish more accurate simulation, the IEEE
802.11g PHY model on the QualNet considers path-loss,
channel fading, and shadowing phenomena. When wireless
connection speed slows down because of interference or
node mobility at actual equipments, transmitter boosts
transmission power and receiver can be more sensitive. We
set transmission power at 16.0 mW for 54 Mb/s of link
speed and 20.0 mW for 6 Mb/s, and the minimum receivable
SINR at −69.0 dBm for 54 Mb/s and −85.0 dBm for 6 Mb/s
for achieving closer assumption to actual equipments as
shown in Tables 2 and 3. In our simulation, according to
the previous parameters setting, a node can communicate
with other nodes in the diameter of up to 1218 m at
the rate ranging from 6 to 54 Mb/s depending on the
distance as shown in Table 2. However, the actual distance
that two nodes can communicate would be smaller than
the maximum due to interference, fading, and shadowing.
Broadcasting data rate was set to 6.0 Mb/s, which is the
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Table 2: Maximum communication range and transmission power
for transmitting data rate.

Transmitting data rate
Maximum
communication
range

Transmission power

6.0–9.0 Mb/s 1218 m 20.0 mW

12.0–18.0 Mb/s 862 m 19.0 mW

24.0–36.0 Mb/s 427 m 18.0 mW

48.0–54.0 Mb/s 121 m 16.0 mW

Table 3: Receiver sensitivity for transmitting data rate.

Transmitting data rate Receiver sensitivity

6.0–9.0 Mb/s −85.0 dBm

12.0–18.0 Mb/s −83.0 dBm

24.0–36.0 Mb/s −78.0 dBm

48.0–54.0 Mb/s −69.0 dBm

lowest rate of IEEE 802.11g with OFDM, to keep network
connectivity. Radio signals transmitted by a node can cause
SINR deterioration of other nodes in the diameter of up to
2237 m (−111.0 dBm).

We chose IEEE 802.11 DCF protocol for MAC layer,
which is a standard function in IEEE 802.11 wireless
networks, and we enabled RTS/CTS flow control for unicast
communication to avoid the hidden terminal problem. We
considered UDP/IP packets as a network/transport layer
PDU. At the routing layer, which is between transport layer
and network (IP) layer, we developed LR, SW, and OLSR
modules as illustrated in Figure 3. We based our OLSR
module on the nOLSRv2 [29] with some modifications for
supporting our proposed mechanism. Although the normal
nOLSRv2 supports multiple interfaces, we modified the
nOLSRv2 to operate on the best-effort channel only. In
addition, we developed a packet generator, which imitates
real-time application behavior. As a real-time application, we
assumed video streaming traffic. A source node generated
UDP packets of 1292 bytes every 20 ms, that is, 512 kb/s CBR
traffic.

4.2. Fundamental Settings. We built a network consisting
of 100 nodes randomly distributed in the 6000 × 6000 m2

region. Each node has four wireless network interfaces with
omnidirectional antenna, to each of which ch1 (2.412 GHz),
ch6 (2.437 GHz), and ch11 (2.462 GHz) for real-time chan-
nels and ch14 (2.484 GHz) for best-effort channel are
assigned, respectively. We used the free space path-loss
model. Using the free space path-loss model, the loss Lr in
dB at a receiver r is described by the following equation:

Lr = 10 log10

((
4πd
λr

)2
)

= 20 log10

(
4πdfr
c

)
,

(4)

where d is the distance between the transmitter and the
receiver of the signal, λr is the signal wavelength, fr is the
signal frequency, and c is the speed of light. A FIFO buffer
at IP layer has the capacity of 50000 bytes. For OLSRv2, we
set intervals of HELLO and TC messages at 2 seconds and 6
seconds, respectively.

A pair of source and destination nodes was chosen
at random without overlapping between two nodes in
Simulation I and was fixed in Simulation II. We measured the
packet delivery ratio, the delay, and the delay jitter averaged
over all packets of all sessions. After first 60 seconds for
initialization of network, we started sessions one by one
between simulation time 60 and 120 second. Each session
kept sending packets for 60 s. To keep a certain number of
active sessions from 120 to 540 second in the experiments, we
initiate a new session between a newly selected node pair as
soon as any of existing session was finished. A simulation run
terminated at 606 s in simulation time after all packets had
reached to destination nodes. The term “number of sessions”
represents the maximum number of active sessions for the
whole simulation duration.

The reason we maintain a certain number of sessions is
that the maximum number of active sessions heavily affects
the simulation results such as packet delivery ratio, delay, and
delay jitter throughout the simulation period. Moreover, a
certain number of sessions is used in the video monitoring
system, which is one of the key applications in ad-hoc
network. In other words, a session corresponds to a video
session and a new session will be established as soon as the
old one is terminated.

4.3. Comparison with QOLSR. To evaluate the effectiveness
of our proposal, we consider QOLSR [17], one of the QoS-
aware routing protocol based on OLSR, for comparison.
QOLSR [4, 17] is a QoS-aware routing protocol based on
the conventional OLSR (RFC3626). QOLSR supports QoS
requirements without additional control messages. Each
node periodically sends their QoS conditions attached on
HELLO message. The defining difference between QOLSR
and OLSR appears in selecting MPRs. As we described in
Section 2.3, MPRs send and forward TC (Topology Control)
messages. When a node selects MPRs, QOLSR considers
QoS-related metrics, that is, bandwidth, delay, and so on,
while OLSR considers hop distance. MPRs disseminate
their MPR selector’s address and their QoS conditions to
enable each node to calculate routing tables. Although the
original QOLSR takes into account bandwidth and delay as
routing criteria, our QOLSR implementation considers only
bandwidth, which can be measured by our SW. We described
the available bandwidth estimation method in Section 2.2
and the method requires no message transmission over real-
time channels. Since our proposal is aimed to extend network
performance in terms of bandwidth, our implementation
considers only bandwidth, but we will consider in the future
implementing a delay routing criterion in QOLSR. Since
the original QOLSR does not take into account multiple
interfaces well enough, we also extended QOLSR to handle
multiple interfaces and channels. From now on, we refer to
the modified QOLSR simply as QOLSR. Each node operating
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(c) Comparison of average delay jitter

Figure 6: Results of the simulation I (simulation area: 6000 ×
6000 m, number of nodes: 100, broadcast rate: 6 Mb/s, packet size:
1292 bytes).

on QOLSR selects MPRs in the descending order of total
available bandwidth on all real-time channels. In the case
of a tie, a node with maximum number of uncovered 2-
hop neighbors is chosen as an MPR. Each node propagates
control messages via the selected MPRs on the best-effort
channel to manage network topology. As in our proposal,
QOLSR works on best-effort channel and we assume that
the physical topology of real-time channels is the same as
that constructed based on control messages exchanged on

the best-effort channel. We had disabled our LR (QoS-
aware logical routing) when QOLSR (QoS-aware physical
routing) was running while we kept our SW active to obtain
bandwidth information used for MPR and channel selection.
As a physical (IP) routing protocol, QOLSR was running
instead of our OLSR in the QOLSR evaluation.

4.4. Simulation I—General Topology. We evaluated the per-
formance of our proposal on a general topology. We accom-
modated 10 random seeds; that is, we carried out 10 simula-
tion runs for each number of sessions. Placing nodes depends
on the random seeds and nodes are randomly distributed.
Because of the density, all nodes have at least one node in the
transmission range at rate of 6 Mb/s. We should note here
that each node can communicate at higher bit-rate when the
distance between nodes is short and the radio can receive
clearly. Results on the average end-to-end packet delivery
ratio, the average end-to-end delay, and the average delay
jitter are shown in Figure 6. We can see from Figure 6(a)
that the average end-to-end packet delivery ratio is similar
between our proposal and QOLSR, for example, 91.5% (95%
confidence interval, 90.1% to 92.9%) with our proposal
and 91.5% (95% confidence interval, 90.5% to 92.6%) with
QOLSR for 10 sessions, or little lower in QOLSR for more
than 12 sessions. From Figures 6(b) and 6(c), our proposal is
also slightly superior to QOLSR in terms of the average delay
and the average delay jitter. Although our proposal not only
needs additional LR header for logical routing but establishes
about 1.3 times as long path in the number of physical hops,
we conclude that our proposal performs well as QOLSR.

While the performance is almost identical among the
proposal and QOLSR, the proposal has an advantage in load
distribution. In Figure 7, the total numbers of transmitted
MAC frames of all interfaces at nodes on a random seed are
illustrated. Each of cells corresponds to a node. The sum of
values on the x and y axes indicates the node identifier, that
is, node number. It is noticed that node 44 is heavily loaded
with QOLSR (Figure 7(a)), whereas the load is relatively
distributed over the whole network with our proposal
(Figure 7(b)). From quantitative viewpoints, the average
variance of transmitted MAC frames per node is 113 × 106

in Figure 7(a) while it is 55.8 × 106 in Figure 7(b). The
average fairness index is 0.39 in Figure 7(a) and it is 0.62 in
Figure 7(b). The fairness index f of 100 nodes is derived by
the following equation:

f =
(∑100

i=1 xi
)2

100
∑100

i=1 x
2
i

, (5)

where xi is the value of transmitted MAC frames at node i.
The fairness index 1 means that nodes are used equally. From
these results, we can say that our proposal compensates the
performance degradation caused by taking a longer physical
path with avoiding congested links and balancing the load
over the whole network.

4.5. Simulation II—Uniform Topology. In the second sim-
ulation scenario, considering rather regular placement of
nodes as in the actual environment where nodes are placed
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Figure 7: Comparison of total number of transmitted MAC frames.

keeping a certain distance, we first divided the region into
100 cells and placed nodes at random location one per
cell. We accommodated other 10 random seeds; that is, we
carried out 10 simulation runs for each number of sessions.
Furthermore, taking into account the fact that video sessions
are not established among arbitrary pairs of nodes, but
between a specific pair of nodes, we fixed source and desti-
nation nodes during a simulation run. An example of node
placement is shown in Figure 8, where filled circle at lower
left cell indicates the source node and one at upper right cell
indicates the destination node. Because of the regularity of
node placement, a node has at least one neighbor within the
distance of 863 m and thus we set the broadcasting data rate
at 12.0 Mb/s. Results are shown in Figure 9.

We can see that the proposal can accommodate more
sessions than QOLSR keeping the high packet delivery ratio
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Figure 8: Node placement of one case of the simulation II.

in Figure 9(a). Up to 4 sessions, both of the proposal and
QOLSR could achieve the packet delivery ratio of about 97%.
However, when the amount of traffic further increases, the
performance of QOLSR deteriorates more rapidly than the
proposal for the concentration of traffic. For example, with
6 sessions, the packet delivery ratio is about 94.9% (95%
confidence interval, 93.4% to 96.4%) with the proposal and
about 83% (95% confidence interval, 81.5% to 85.4%) with
QOLSR. The difference is more remarkably in the delay in
Figure 9(b). When we see the delay jitter in Figure 9(c), there
is a crossing point at around 11 sessions. In a heavily loaded
network, that is, more than 6 sessions, the proposal outper-
forms QOLSR by distributing traffic over the whole network
by the logical routing. The number of sessions near the delay
requirement for interactive voice communication, that is,
150 millisecond (ITU-T G.114 about one-way transmission
time), increases from 8 with QOLSR to 10 with the proposal.
From these results, we consider that our proposal is effective
especially for real-time multimedia applications which may
exhaust the capacity of particular wireless links, such as high-
quality P2P video conferencing and remote monitoring with
multiple cameras and single monitoring point.

5. Practical Experiments and Discussions

We implemented the proposal on a real wireless ad-hoc net-
work and conducted practical experiments to verify the prac-
ticality and applicability of the proposal. In this section, we
describe the experimental system and the obtained results.

5.1. Experimental System. We used the ad-hoc wireless
relay nodes made by Hitachi Information & Communi-
cation Engineering shown in Figure 10, to implement our
proposed mechanism. A node has four wireless network
interfaces which support IEEE 802.11b/11g MAC protocols.
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Figure 9: Results of the simulation II (simulation area: 6000 ×
6000 m, number of nodes: 100, broadcast rate: 12 Mb/s, packet size:
1292 bytes).

We set three interfaces to the ad-hoc mode and configured
one interface among them as best-effort channel and the
other two as real-time channels. Since IEEE 802.11g has
three orthogonal channels by being separated by at least
25 MHz to avoid interchannel interference, we assigned
2.412 GHz (numbered as channel 0) to best-effort channel
and 2.442 GHz (channel 1) and 2.472 GHz (channel 2) to
real-time channels.

Figure 10: The ad-hoc wireless relay node.

A node is equipped with SH7780 (SH-4A) 32-bit RISC
MPU and 64 MB flash memory. On the node, Linux OS
version 2.6.10 is running with GNU C library version glibc-
2.3.3. Due to low capacity of flash memory, BusyBox, that
is, single small executable file supporting many common
UNIX utilities, is installed. So that several modules running
on a node could share the information on an embedded
system with very limited memory space, we developed a
semaphore module and realize a shared memory mechanism.
Similarly to a regular embedded system, a node supports
only minimum modules or APIs by default. Therefore, we
rebuilt the kernel so that it supports a semaphore module
and rewrote the start-up section of the flash memory. We also
developed the LR, SW, and OLSRv2 modules. These modules
were cross-compiled, installed, and set to run automatically
on boot. To avoid the performance degradation for exclusive
memory access, we should have carefully determined the
locking duration of each access.

To assist smooth experimentation, we developed addi-
tional applications for logging experimental data. It is
necessary for performance evaluation to record system and
communication statuses, that is, when and what kind of
message was transmitted on what node, and when the
message was received on what node. Because of the low MPU
performance, it has been hard to adjust the system clocks
for all the nodes, that is, the system clock gains according
to the system load. To deal with this problem, our developed
applications recorded these statuses per node every second
with minimum interruption to the system. After the end
of an experiment, we gathered the recorded log files to our
computation server via an ethernet connection.

Because of these severe limitations on the architecture
and the device, the obtained performance was not as high
as expected as will be shown later. However, we think that we
could successfully confirm the behavior of our proposal in an
actual operating environment.

5.2. Experimental Environment and Discussions. Since we had
only four available nodes, we organized a simple square
topology as illustrated in Figure 11. On this topology, we
could confirm multiple paths between diagonal nodes. Nodes
are placed at corners of a building (Figure 12). Although
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Figure 11: Experimental topology.

Figure 12: Node placement on practical experiments.

each channel was separated by 30 MHz to avoid interchannel
interference, a channel might be affected by other channels.
In our preliminary experiments, we found that there was
radio interference between electromagnetic waves emitted
from antennas, but electromagnetic waves also emitted from
antenna cables. Since the interference from antennas and
antenna cables could be controlled by separating them by
more than 20 cm, we built an antenna tower by cardboard
boxes as shown in Figure 13 to achieve the separation. A node
was put in the second lowest box as shown in Figure 13(a)
and antennas were fixed on the side at the different height as
shown in Figure 13(b).

Nodes S and D are source and destination node, respec-
tively. The distance between two neighboring nodes, that
is, S-A, S-B, A-D, and B-D is about 50–60 m. Solid lines
indicate physical links. The nodes had possibilities to connect
links between S-D or A-B at the good condition of best-
effort channel, but the nodes might not construct a link
between S-D or A-B at our experiments. Assuming VoIP
traffic, we configured the source node to generate 64 kb/s
CBR traffic per session. In practical experiments, source
node S generated a new session every 5 s and sessions kept
alive until the end of each experiment. At the beginning
of measurement, network interfaces were operating and

(a) Front sides of antenna tower (b) Rear side of antenna tower

Figure 13: Antenna tower.
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Figure 14: Data reception rate per session at node D.
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Figure 15: Delay jitter per session at node D.

OLSRv2 was fully functional. The node S started a new
session every 5 seconds.

Figure 14 shows the data reception rate and the expected
data reception rate, which is equal to 8600 bytes per second
(64 kb data traffic + IP header). Until about 35 s, the data
reception rate per session was as high as the expected data
reception rate and the packet delivery ratio was higher than
98%. Figure 15 shows the delay jitter per session. Figures 16,
17, and 18 show channel usage in terms of the transmission
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Figure 16: Transmission data rate per channel at node S.
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Figure 17: Transmission data rate per channel at node A.
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Figure 18: Transmission data rate per channel at node B.

data rate at source node S, intermediate nodes A and B,
respectively. In Figure 16, lines for the data transmission rate
on channels 1 and 2 overlap with each other. This implies
that the node S, that is, source node, evenly distributed
real-time packets among these two real-time channels by
observing the channel usage. The nodes A and B, that

User

System

Idle

2001751501251007550250

Time (s)

User
System
Idle

0

20

40

60

80

100

C
P

U
u

sa
ge

(%
)

Figure 19: Transition of CPU usage at node S.

is, intermediate nodes, also used real-time channels in a
balanced manner as shown in Figures 17 and 18. Since the
node S started a new session every 5 seconds, we can see the
stepwise increase in the data transmission rate (Figure 16).

For the first 7 sessions, we can see in Figure 15 that
the delay jitter was as small as 20 millisecond. A physical
path from node S to D established by OLSRv2 was S-A-D.
However, as can be seen in Figures 17 and 18, nodes A and B
were almost equally used by load balancing of logical routing.
From the timing of increase in the transmission data rate in
Figures 17 and 18, it can be said that the LR on node S chose
the path S-A-D for the first two sessions and then moved
to the path S-B-D for the following four sessions. Since
the advertising period of estimated channel information is
2 seconds and the propagation period of TC message is 5
seconds, there are few seconds of time lag for updated the
Extended Topology Set that is used for logical routing.

As the number of sessions increased over 8 at 35 s,
the data reception rate per session suddenly deteriorated
(Figure 14) and the delay jitter exponentially increased
(Figure 15). The reason for this can be explained by
Figure 19, where the transition of CPU usage on node S is
depicted. The ratio of idle CPU dropped to zero at 35 s and
was kept zero since then. It implies that the drop of data
reception rate was caused by full utilization of poor CPU
resource of node S.

6. Conclusion

In this paper, we explained the implementation and eval-
uation of a QoS-aware routing mechanism for real-time
applications. By adding an established logical path on the
LR header, nodes can forward packets via the established
logical path. We performed simulation experiments and
confirmed the feasibility of our proposal. We implemented
our proposal to the experimental system and confirmed that
our proposal worked on the practical testbed. Through the
practical experiments, we recognized that it was hard to
accommodate heavy traffic at ad-hoc wireless relay node due
to low MPU performance. This problem will be solved by
improving the structure and program to reduce the load on
node or using future equipments that have a more powerful



14 EURASIP Journal on Wireless Communications and Networking

MPU. These are our future research works, and we are also
going to conduct large scale experiments.
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Preliminary call for papers

The 2011 European Signal Processing Conference (EUSIPCO 2011) is the
nineteenth in a series of conferences promoted by the European Association for
Signal Processing (EURASIP, www.eurasip.org). This year edition will take place
in Barcelona, capital city of Catalonia (Spain), and will be jointly organized by the
Centre Tecnològic de Telecomunicacions de Catalunya (CTTC) and the
Universitat Politècnica de Catalunya (UPC).
EUSIPCO 2011 will focus on key aspects of signal processing theory and

li ti li t d b l A t f b i i ill b b d lit

Organizing Committee

Honorary Chair
Miguel A. Lagunas (CTTC)

General Chair
Ana I. Pérez Neira (UPC)

General Vice Chair
Carles Antón Haro (CTTC)

Technical Program Chair
Xavier Mestre (CTTC)

Technical Program Co Chairsapplications as listed below. Acceptance of submissions will be based on quality,
relevance and originality. Accepted papers will be published in the EUSIPCO
proceedings and presented during the conference. Paper submissions, proposals
for tutorials and proposals for special sessions are invited in, but not limited to,
the following areas of interest.

Areas of Interest

• Audio and electro acoustics.
• Design, implementation, and applications of signal processing systems.

l d l d d

Technical Program Co Chairs
Javier Hernando (UPC)
Montserrat Pardàs (UPC)

Plenary Talks
Ferran Marqués (UPC)
Yonina Eldar (Technion)

Special Sessions
Ignacio Santamaría (Unversidad
de Cantabria)
Mats Bengtsson (KTH)

Finances
Montserrat Nájar (UPC)• Multimedia signal processing and coding.

• Image and multidimensional signal processing.
• Signal detection and estimation.
• Sensor array and multi channel signal processing.
• Sensor fusion in networked systems.
• Signal processing for communications.
• Medical imaging and image analysis.
• Non stationary, non linear and non Gaussian signal processing.

Submissions

Montserrat Nájar (UPC)

Tutorials
Daniel P. Palomar
(Hong Kong UST)
Beatrice Pesquet Popescu (ENST)

Publicity
Stephan Pfletschinger (CTTC)
Mònica Navarro (CTTC)

Publications
Antonio Pascual (UPC)
Carles Fernández (CTTC)

I d i l Li i & E hibiSubmissions

Procedures to submit a paper and proposals for special sessions and tutorials will
be detailed at www.eusipco2011.org. Submitted papers must be camera ready, no
more than 5 pages long, and conforming to the standard specified on the
EUSIPCO 2011 web site. First authors who are registered students can participate
in the best student paper competition.

Important Deadlines:

P l f i l i 15 D 2010

Industrial Liaison & Exhibits
Angeliki Alexiou
(University of Piraeus)
Albert Sitjà (CTTC)

International Liaison
Ju Liu (Shandong University China)
Jinhong Yuan (UNSW Australia)
Tamas Sziranyi (SZTAKI Hungary)
Rich Stern (CMU USA)
Ricardo L. de Queiroz (UNB Brazil)

Webpage: www.eusipco2011.org

Proposals for special sessions 15 Dec 2010
Proposals for tutorials 18 Feb 2011
Electronic submission of full papers 21 Feb 2011
Notification of acceptance 23 May 2011
Submission of camera ready papers 6 Jun 2011


