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あらまし インターネットトポロジを計測した結果，出線数分布がべき則に従うことが明らかにされている．出線数
分布がべき則に従うトポロジでは，出力リンク数が kであるノードの出現確率が k−γ（γは定数）に近似できる．出線数
分布がべき則に従うトポロジを生成する手法は多数提案されているが，出線数分布が同じであっても，生成手法に基
づき確率的に生成されたトポロジでは ISPのルータレベルトポロジの構造は再現できず，トポロジが持つ構造的特徴
の違いによりネットワークの性能も大きく異なることが指摘されている．本稿では，べき則の性質を有する ISPルー
タレベルトポロジが持つ構造と，エンドホスト間フロー制御の相互作用に起因するトラヒックダイナミクスを評価す
る．計算機シミュレーションの結果，ISPルータレベルトポロジが有するモジュール構造により，通信要求の増大に
対し経由するトラヒックの時間変動が抑制されることがわかった．
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Abstract Measurement studies of the Internet topology revealed that the degree distributions of the Internet topologies fol-

low a power law. That is, existing probability of nodes having k links is proportional to k−γ . However, only the power-law

degree distribution does not determine network-level performance of networking methods. That is, the structural characteris-

tics of topologies other than the degree distribution are essential to discuss the behavior of networking methods. In this paper,

we investigate traffic dynamics on ISP’s router-level topology where the degree distribution exhibits power-law attribute and

each of the nodes interacts via end-to-end flow control functionality. We show packet delay dynamics on the BA topology

generated by the BA model and the ISP’s router-level topology. Simulation results show that the number of links that are

highly fluctuated is more than twice comparing to the results of the stop-and-wait model. Even in this case, the modularity

structure of the ISP topology reduces the number of highly fluctuated link comparing to the results of the BA topology.
Key words Power-law Networks, ISP’s Router-level Topology, Modularity, Traffic Dynamics, TCP

1. Introduction

Dynamic interactions among various network-related protocols

as a result of functional partitioning make the Internet a compli-

cated system whose details are difficult to confirm because of its

large-scale, heterogeneous structure. One of the complex behaviors

of the Internet is traffic dynamics. For example, flow control and

congestion control performed by end hosts can show short-range

and long-range dependence on traffic [1]. The Internet is faced with

ever-changing networking technologies and applications; thus, un-

derstanding and controlling the complex behavior of the Internet are

important for designing future networks.

Although the statistical properties of network traffic are hard to

capture, studies have revealed that the degree distribution of the In-

ternet topology follows a power law. That is, the probability of

existence of nodes having k links is proportional to k−γ (γ is con-

stant). Barabási et al. proposed the Barabási-Albert (BA) model

to generate power-law topologies having power-law degree distri-
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butions [2]. Li et al. showed several topologies that have different

structures but have the same degree distribution [3]. They pointed

out that differences in structures lead to differences in the amount of

traffic that the network accommodates. Moreover, the structures of

power-law topologies also affect the performance of some network-

ing mechanisms, such as routing mechanisms [4]. These studies

indicate that the power-law degree distribution alone does not de-

termine network-level performance. That is, topological structure

properties other than the degree distribution are essential to discuss

the behavior of some networking studies.

In previous studies, the relationship between the statistical prop-

erties of Internet traffic and end-to-end flow control has been dis-

cussed. In Refs. [5, 6], it is revealed that Internet traffic exhibits

long-range dependence (LRD), where traffic fluctuation appears in-

dependently of the measurement time scale. Various studies have

investigated the reasons for such LRD on the Internet. One of the

reasons is flow control in the transport layer, such as TCP [7–9].

However, these studies deal with small, simple topologies. We

therefore investigate how the structures of topologies impact the

traffic dynamics. More specifically, we investigate traffic dynam-

ics on an ISP router-level topology where the degree distribution

exhibits a power-law nature, and the nodes interact via end-to-end

flow control functionality. Previously, we showed the packet delay

dynamics on the BA topology generated by the BA model and on

the ISP router-level topology [10]. We then discussed how the in-

teraction between the structures of topologies and the flow controls

affect the end-to-end packet delay distribution and the appearance

of LRD in the queue length for each link. The results show that the

increased traffic due to TCP makes the queue length of links in the

network fluctuate. However, the queue length does not fluctuate for

traffic due to TCP in the ISP topology. In this paper, we show that

the above results are due to the high-modularity structure of the ISP

topology. We investigate the relationship between the modularity

of topologies and queue fluctuation. We found that topologies with

high-modularity structures have a lower number of highly fluctuat-

ing links.

This paper is organized as follows. We introduce related work in

Section 2.. In Section 3., we show the network model that we used

for the simulations. In Section 4., we evaluate the influence of the

power-law topologies and TCP flow control. Finally, in Section 5.,

we conclude this paper and mention future work.

2. Related Work

2. 1 Structural Properties of Power-law Networks
Recently, there has been a considerable number of studies inves-

tigating power-law networks whose degree distribution follows a

power law. Barabási et al. introduced the BA model as a method

for generating a power-law topology in Ref. [2]. The BA model

generates a power-law topology based on two rules: one is incre-

mental growth, and the other is preferential attachment. The re-

0.0 0.2 0.4 0.6 0.8 1.0

8

6

4

-2

0

2

R2 R3

R5 R6 R7

R4R1

Participation coefficient, P

W
it

h
in

-m
o

d
u

le
 d

e
g

re
e

, 
Z

R1: Ultra peripheral

R2: Peripheral

R3: Non-hub connectors

R4: Kinless nonhub

R5: Provincial hubs

R6: Connector hubs

R7: Kinless hubs

Fig. 1 Classification of node function by participation coefficient and with-

in module degree

sulting power-law networks have two main characteristics. First,

many nodes have a few links, and a few nodes, so-called hub nodes,

have many links. Second, the average length of the shortest paths

between nodes is small. Many studies have investigated topologi-

cal properties appearing in the BA model or its variants. However,

when router-level topologies are concerned, the BA model, where

links are attached based on a preferential probability, does not em-

ulate the structure of ISPs’ router-level topologies. We have com-

pared the structural differences of the AT&T topology measured us-

ing the Rocketfuel tool [11] and the topology generated by the BA

model [12]. The results indicate that the design principles of net-

works greatly affect the structure of the ISP topology: Design prin-

ciples determine the node functionality, which in turn determines

the connectivity of nodes.

In [13], Guimerà et al. proposed a classification method of node

functions. In this method, a network is divided into multiple mod-

ules, and the within-module degree, Zi, and the participation coef-

ficient, Pi, are defined for each node . Assuming that the node i

belongs to a module si, the within-module degree Zi of node i is

defined as

Zi =
ki− < ksi >

σsi

, (1)

where ki is the degree of the node, < ksi > represents the average

degree in module si, and σsi is the variance of the degree distribu-

tion of nodes in module si. The participation coefficient Pi of node

i is also defined as

Pi = 1 −
Nm∑
si=1

(
kis

ki

)2

, (2)

where kis represents the fraction of links connecting with nodes in

module si nd Nm represents the number of modules. That is, when

all the links of node i connect with nodes belonging to the same

module si, Pi becomes 0. Figure 1 shows that the roles of nodes are

categorized by the values of Zi and Pi.

Figure 2(a) and Fig. 2(b) show the results of applying Guimerà’s

method to the BA topology and the AT&T topology. The module is
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Fig. 2 Classification of node function in each topology

calculated using the method in [14]. In Fig. 2, the horizontal axis

indicates within-module degree Z, and the vertical axis indicates

the participation coefficient P . Depending on the values of P and

Z, the role of the node is categorized into several classes. For exam-

ple, when Zi is large and Pi is relatively large, the node i has many

links connecting to other modules. Thus, the node i is categorized

as a connector hub. On the other hand, a provincial hub node has

larger Zi but smaller Pi; that is, it has many links connecting with

nodes in the same module.

Looking at Fig. 2(a), we observe that the BA topology has many

connector hub nodes that connect between modules. However, Fig.

2(b) shows that there are no connector hubs in the AT&T topology.

This means that the AT&T topology has few inter-module links that

connect different modules.

2. 2 Traffic Dynamics in Power-law Networks
Some studies have investigated traffic-level behavior in topolo-

gies having power-law degree distributions [15,16]. Reference [15]

demonstrates that congestion spreads easily over BA topologies be-

cause of their low diameter. Low-diameter effects also appear in the

queuing delay distribution of these topologies. They show that the

queuing delay distribution of BA topologies has a long tail. The ef-

fect of end-to-end flow control in the topology obtained by the BA

model has also been investigated [16]. The authors examined TCP

control with LRD input traffic and Poisson input traffic and revealed

that the average end-to-end packet delay sharply increases for both

types of input traffic since packets concentrate more at hub nodes in

the BA topology.

Previous studies have used topologies generated by the BA model

or its variants. However, even when the degree distributions of some

topologies are the same, their more detailed characteristics are of-

ten quite different. As discussed in Section 2. 1, the BA model does

not adequately describe the structure of ISP router-level topologies.

This clearly indicates that the power-law degree distribution alone

does not determine traffic-level behavior in router-level topologies.

Traffic dynamics has received great interest from the networking

research community. It has been revealed that Internet wide-area

and local-area traffic can show LRD or self-similarity [5]. That is,

network traffic exhibits a large variability even at a wide range of

time scales. Recently, these statistical properties have also been ob-

served in peer-to-peer traffic [6]. In Refs. [7, 8], TCP flow control

is considered to be the cause of LRD in Internet traffic. Simulation

results given in Ref. [9] show that LRD is caused by feedback flow

control functionality only, because when the stop-and-wait protocol

is used instead of TCP, LRD is still observed in traffic. However,

these studies deal with small, simple topologies. Thus, we investi-

gated how the structures of topologies impact the traffic dynamics.

3. Simulation Model

3. 1 Network Topologies
As the ISP router-level topology, we use the AT&T topology mea-

sured using the Rocketfuel tool [11]. The Rocketfuel is a topology

measurement tool based on traceroute. The authors pointed out

that the Rocketfuel might not cover some parts of ISP topologies.

For example, ISPs make some of routers invisible and use them as a

backup purpose. Even when the Rocketfuel misses some of routers,

it is sufficient to investigate traffic dynamics because the Rocket-

fuel provides active paths between routers. For comparison, we use

the BA topology generated by the BA model. The BA topology is

generated such that the numbers of nodes and links are the same as

those of the AT&T topology.

3. 2 Packet Processing Model at Node
Each node has limited buffers at each outgoing link. When a

packet arrives at a given node and when the node is the packet’s

destination, the node removes the packet from the network. Other-

wise, the node selects the next node based on a minimum hop rout-

ing algorithm and forwards the packet to a buffer of an outgoing

link connecting to the next node. Each outgoing link sends packets

to the next node based on FIFO and a drop-tail queuing discipline,

delivering C packets per unit time. Note that capacity of links is

heterogeneous in real ISP topologies. However, we use the same

link capacity to evaluating traffic dynamics induced by topological

structure more clearly. Here, we do not use dynamic routing; i.e.,

each packet traverses the shortest path calculated beforehand. When

multiple shortest paths to reach the destination are found, the next

node is determined based on a packet’s source node. According to

Ref. [17], traffic fluctuation caused by TCP-like flow control ap-

pears in short time scales such as the round trip time (RTT). So, we

use a static routing strategy.

3. 3 Flow Control Between End Hosts
We examined stop-and-wait model and TCP model for flow con-

trol between end hosts. In the simulation, pre-specified numbers of
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Table 1 The simulation parameters used in the TCP model

Buffer size 1,000 packets

Session arrival rate (λ) 1 session / unit of time

Maximum cwnd 10 packets

Link capacity (C) 3 packets / unit of time

Simulation time 300,000 units of time

sessions are created between nodes. Source and destination nodes

are randomly selected and each session arrives according to the

Poisson process with mean rate λ. Each session always has data

to send during the simulations.

3. 3. 1 Stop-and-Wait Model

In this model, when a source node sends a DATA packet to its

destination node, the source node stops sending a new packet until

the source node receives the acknowledgement (ACK) packet from

the destination node. If a source node does not receive the ACK

packet within the retransmission time out (RTO) period, the source

node thinks that packet loss has occurred and resends the packet.

The time-out period is defined based on the RTT and is doubled for

every time out.

3. 3. 2 TCP Model

In this model, source nodes control the amount of DATA pack-

ets based on the slow start and congestion avoidance algorithms.

The slow start and congestion avoidance algorithms are basic flow-

control functions of TCP. If the window size is lower than the slow

start threshold (ssthresh), the source node uses the slow start al-

gorithm. When the source node receives an ACK packet, it extends

the congestion window (cwnd) by one packet size (= segment size,

smss) and sends two new DATA packets to the destination node. If

the window size exceeds ssthresh, the source node uses the con-

gestion avoidance algorithm. When the source node receives an

ACK packet, it extends the congestion window by 1/cwnd, and it

sends an adequate number of DATA packets to the destination node.

In our model, the congestion window size does not exceed a pre-

decided maximum window size. If the source node does not receive

any ACK packet within the RTO period, the source node recognizes

that serious congestion has occurred. The source node resends the

lost DATA packet and reduces the congestion window by one packet

size. The time-out period is defined in the same way as in the stop-

and-wait model.

In addition, we use the fast retransmit and fast recovery algo-

rithms defined by RFC 2581 [18]. The source node uses the fast

retransmit algorithm when it detects packet loss and light conges-

tion by the arrival of three duplicate ACKs. When the source node

receives the third duplicate ACK, it reduces the congestion window

to half and resends the lost DATA packet. After the retransmission,

the source node extends the congestion window based on the fast re-

covery algorithm. The source node keeps extending the congestion

window by one packet size as long as it receives the same duplicate

ACKs.
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Fig. 3 Correlations between Hurst parameter and Hurst parameter rank

4. Dynamics of TCP in Power-law Networks

In this section, we show the results of simulation for TCP and

discuss queue-length fluctuation in detail. In the simulation, each

link can transfer three packets per unit time. The other parameters

are summarized in Table 1.

4. 1 Queue Length Fluctuation
We evaluated the fluctuation of queue length. If the queue length

of a link fluctuates drastically, packets that traverse the link ex-

perience non-constant queuing delay, which leads to performance

degradation. We evaluated the fluctuation using the Hurst parame-

ter (H, 0.5 < H < 1) by applying the R/S plot method [19]. The

Hurst parameter represents the degree of LRD.

Details of the R/S plot method are as follows. First, we define

R/S(n) as

R/S(n) = 1/Sn[max(0, W1, W2, · · · , Wn) (3)

−min(0, W1, W2, · · · , Wn)],

where

Wk = (X1 + X2 + · · · + Xk) − kX(n),

where (Xk : k = 1, 2, · · · , n) is an observation data set. X(n)

represents the mean value, and Sn represents the standard deviation

of the data set X . By estimating R/S(n) for an observation scale n

and plotting the correlation between n and R/S(n), we can observe

the statistical dependence over time. The slope of the fitted curve of

the correlation function, αnH , represents the Hurst parameter of a

set X .

Figure 3 shows Hurst parameters for each link. The y-axis rep-

resents the Hurst parameter and the x-axis represents its rank in a

descending order. In this figure, the results for the stop-and-wait
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Table 2 The ratio of highly fluctuating links in each topology

Topology
10,000 sessions 100,000 sessions

Total Inter-module Total Inter-module

BA topology 0.257 0.21 0.26 0.21

AT&T topology 0.08 0.025 0.11 0.017

model are also added. Looking at this figure, we observe that the

number of links that take high Hurst parameters increases in the

TCP model.

To see the relation between the Hurst parameter and topological

structure in the AT&T topology clearly, we show the ratio of links

that take high H values (H >= 0.8) in Table 2. When the num-

ber of sessions is small, the queue length of the links that connect

two regions fluctuates drastically. That is, inter-module links tend to

have highly fluctuating queue lengths. This is because many pack-

ets concentrate at inter-module links. As the number of sessions

gets higher, the queue length of the links that connect inside a re-

gion fluctuates, whereas the Hurst parameter of inter-module links

decreases. That is, the fluctuation spreads to tributary links of the

bottleneck.

4. 2 Fluctuation Reduction Effect of High-Modularity
Structure

In the previous section, we showed that the modularity structure

of the AT&T topology reduces the number of fluctuating links. In

this section, we examine the relationship between the modularity of

topologies and the fluctuation reduction effects of those topologies.

Newman et al. [20] defined a modularity value (Q, 0 < Q < 1)

as

Q =
∑

i

(eii − a2
i ), (4)

where eii is the fraction of links in the network that connect ver-

tices in the same module, and ai represents the fraction of links that

connect between different modules. According to this definition,

the modularity value of the BA topology is nearly 0.63, and that

of the AT&T topology is about 0.89. This result indicates that a

high-modularity structure reduces the number of highly fluctuating

links.

To confirm this assumption, we generated three topologies hav-

ing different modularity values. These topologies have the same

number of nodes and links. We generated these topologies via the

following steps.

（ 1） Uniformly divide the nodes into 10 modules and connect

the nodes in the same module based on the BA model.

（ 2） Add inter-module links between randomly selected mod-

ules.

We can set the modularity value of the generated topology based

on the number of inter-module links in Step 2. The modularity val-

ues of the three topologies were 0.96, 0.89, and 0.84. We confirmed

that these topologies had power-law degree distributions. Figure 4

shows the Hurst parameters of each link from the results of the sim-
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ulations with the TCP model. The x-axis and y-axis represent the

same parameters as those in Fig. 3. In the simulations, we used

the parameters summarized in Table 1. In Fig. 4, as the modularity

value increases, the number of links that take high Hurst parameters

decreases. This result is confirmed by the ratio of highly fluctuating

links that have a Hurst parameter larger than 0.8 shown in Table 3.

Thus, topological structures that have high modularity values pre-

vent the appearance of highly fluctuating links.

A question is why the high-modularity structure reduces the num-

ber of highly fluctuating links. To answer this, we show queue fluc-

tuation on links having different link load in Fig. 5. Here, the link

load is the number of end-to-end sessions that pass through the link.

When a link load is low, the queue length does not fluctuate (Fig.

5(a)). As a link load increases, the queue fluctuation becomes large

(Fig. 5(b)). However, if the link load exceeds a certain level, the

queue length is mostly constant due to a limit of buffer size in queue

(Fig. 5(c)). In topologies that have high-modularity structure, pack-

ets tend to concentrate at inter-module links. When the number of

sessions is large, queue length of some of intra-module links fluc-

tuates like Fig. 5(b) and queue length of inter-module links keeps

nearly-constant value like Fig. 5(c). In summary, the number of

links having highly fluctuating queue does not increase even when

the large number of sessions concentrates on these links. So, highly-

modularity structure of topologies suppresses queue fluctuation.

At the same time, the number of arriving packets forwarded be-

tween different modules decreases in a topology that has a high

modularity value. Table 3 shows the number of arriving packets.

Here, Intra-module means the number of arriving packets between

two nodes in the same module, and Inter-module means the number

of arriving packets between two nodes belonging to different mod-

ules. According to this table, as the modularity value gets higher,

the number of arriving inter-module packets decreases, whereas the

number of arriving intra-module packets increases. In topologies

having a high modularity value, a few inter-module links tend to

become congested, and it becomes more difficult for inter-module

packets to arrive at their destination.

5. Conclusion

In this paper, we investigated the interaction between the struc-
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Table 3 Simulation results of generated topologies

Modularity (Q)
Ratio of highly Number of arrived packets

fluctuating links Total Intra-module Inter-module

0.96 0.10 4.7×108 4.5×108 1.7×107

0.89 0.17 3.6×108 2.9×108 7.4×107

0.84 0.21 3.2×108 2.2×108 1.0×108

tures of topologies and flow control between end hosts. Compar-

ing the simulation results of the stop-and-wait model and the TCP

model, the functionality of TCP makes the queue length fluctuate.

Even in this case, the high-modularity structure of the AT&T topol-

ogy reduces the number of highly fluctuating links compared with

the BA topology.

In future work, we will evaluate packet delay dynamics on topolo-

gies that have heterogeneous link capacity, and we will explore

combined use of end-host flow control and traffic engineering in

more detail.
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