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Research  background 

Traffic engineering 

Reconfigure the routing so as to suit the current traffic 

Trigger: Traffic changes ( day time / night )  

Objective: Optimize network performance 

Given: Traffic Matrix (Traffic volume between each node) 

Variable : Routing 

Require the traffic matrix  
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Traffic Matrix is difficult to collect directly 

 

Traffic engineering methods using  

link loads have been proposed 

Traffic engineering using  

estimated traffic matrices 

 

Overhead for collecting all link loads is still large in a 

large network 

Querying all nodes is required 

Difficulties in Traffic Engineering 

ATX 
Traffic volume on each link 

(Link load) 

Traffic matrix 

Routing 
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Research Purpose 

Our Purpose 

Reduce collecting overhead of link loads 

Our Approach 

Develop a method to estimate all link loads from the link loads 

collected from subset of nodes (monitoring nodes) 

Propose a method to select monitoring nodes 

Estimation errors depend on selection of monitoring nodes 

Large estimation errors cause incorrect detection of congestions 
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Our method 

Step.1 Select the nodes to collect the link loads 

So as to avoid the large estimation errors 

Step.2 Estimate the link loads from the collected    

   information 

By using the relation between the link loads and the 

number of edge-to-edge traffic 

Step.3 Adjust the link loads so as to satisfy the       

   following equation 
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Step.1 Selecting monitoring nodes 
 

 

 

 

 

1. Select nodes passing the edge-to-edge traffic 

cannot be monitored by any other nodes 

To avoid lack of traffic information related to some edge-

to-edge traffic 

2. Select nodes passed by a large number of edge-to-

edge traffic 

To obtain information related to more edge-to-edge traffic 
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Select the 

nodes 

The number of 

edge-to-edge 

traffic is large 

Select the 

nodes The edge-to-edge 

traffic cannot be 

monitored any 

other 
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Step.2  Estimating the link loads 

Relation between the link loads and the number of 

edge-to-edge traffic 

Simulation to clarify the relation 

 

 
 

 

Model of the relation according to our simulation results 

 

Estimation steps 

Calculate α and β by using the collected link loads 

Estimate the link loads roughly 
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𝑈𝑖 = α𝑍𝑖 + 𝛽 Ui: Estimated link loads roughly on link i 
Zi: The number of edge-to-edge traffic on link i 

Simulation environment 

Topology : AT&T topology (523 nodes 1304 links) 

Traffic matrix: Follow Gravity model and lognormal 

distribution (𝜎 = 4.3, 𝜇 = 1.04) 
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Step.3 Adjusting link load 

Link loads should satisfy the following equation 

 

 

 

Adjustment steps 

Estimate traffic matrix from roughly estimated link loads 

Obtain 𝑇  so as to minimize 𝑋 ′ − 𝐴𝑇      

X’: link loads estimated at Step. 2 

Calculate link loads from estimated traffic matrix and 

routing 
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XTA ˆ
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loads 
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(Link load) Traffic matrix 
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Simulation settings 

Simulation environment 

Topology 

AT&T Topology: Measured router-level topology of AT&T 

(523 nodes and 1304 links) 

Traffic matrix 

 

Number of monitoring nodes: Changed from 23 to 523 

Performance Metric 

Estimation error of link loads (RMSE) 
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noiseGaussian   whiteThe :

modelGravity   thefollow as sorandomly  dgenererate:

Δ

gravT

gravT

𝑋𝑅𝑀𝑆𝐸 =  
1

𝐿
 (𝑋 𝑘 − 𝑋𝑘)

2

𝐿

𝑘=1
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Simulation Result 
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Our method achieves estimation errors less than 8 % of 

average link load (600 Mbps) with 30% of  monitoring 

nodes 

 Our method reduces the collecting overhead by 70% 

Reducing monitoring node 

Error is small 

Error is large 

Selecting 173 monitoring nodes 
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Average link loads is 8Gbps 
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Conclusion and Future Work 

Conclusion 

We propose a method to select the monitoring node and 

estimate the link loads  

Simulation results show that our method reduces the 

collecting overhead by 70% 

Future work 

Evaluation of the performance of traffic engineering using 

the link loads estimated by our method 

Obtained results: Maximum link loads achieved by the 

traffic engineering 

Our method with 30 % of monitoring nodes achieves the similar 

maximum link loads as the case of using the actual link loads 
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