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Abstract—In this paper, we propose a framework to con-  know the traffic requirements of the new emerging services
struct multiple VNTs in WDM-based optical network and  and we do not know its effect on the quality of existing
then propose a control scheme, which we call a managed self- services, we urgently need a framework for control and

organization, to achieve adaptive and efficient VNT controls. - . .
Our basic idea is that, we introduce a system manager for Manage the current and future services in a flexible manner.

managing and controlling the overall performance in multiple One of approach to overcome the performance degra-
VNTs environments. The system manager collects the activities dation induced by multiple services is to prepare multiple
that represent the conditions of VNTSs, calculate the overall VNTs over WDM-based optical networks, and then assign
condition of the network, and loosely controls each VNT one or more VNTs to each service. We can take several

through the feedback of the information about the overall hes f . liole VNTs. E |
condition. Simulation results show that the VNT control with ~ @PProaches for managing multiple S. For example, we

system manager can adapt to the large traffic fluctuation within ~ ¢an deploy centralized VNT control methods that control
47 minutes, while the VNT control without system manager VNTs by collecting detailed information about the all of

takes more than 200 minutes. VNTs and by calculating VNT based on the information.
KeywordsWavelength Division Multiplexing); Virtual Net- However, it is easily imagined that the centralized VNT

work Topology Control; Self-organized control; Managed self-  control methods have long control duration, and cannot adapt

organization; IP (Internet Protocol) to rapid traffic changes induced by the overlay services.

In this paper, we investigate a framework for a self-
organized VNT control in WDM-based optical networks.

Wavelength-routed optical network is one of promising Basis ideas of our framework is that each service deploys a
architectures to accomodate IP traffic in a cost-effective wayWNT controller, and then configure the VNT by interactions
In the IP over WDM network, virtual network topology between own condition and local information such that
(VNT), which consists from lightpaths, is constructed onrequired quality of each service is satisfied. To realize
top of the wavelength-routed optical network. this, we apply VNT control method based on attractor

Recently, overlay services on existing IP-based networkselection [3] for each VNT control. In attractor selection,
have expected to be a viable solution to deploy new servicethe system works by deterministic behavior and stochastic
without violating underlying protocol standards. However,behavior. These two behaviors are controlled by simple
rapid increase of new overlay services may lead to thdeedback of the current condition in the system. The system
increase of traffic growth without control, which will result can adapt to unknown changes by searching preferable
in a severe degradation of quality of service perceived byondition randomly with noise. Self-organized VNT control
existing services. In Ref. [1], authors point out that themethods cannot configure highly optimized VNT. However,
various services, such as peer-to-peer networks, voice oveelf-organized VNT control methods have high adaptability
IP, and video on demand causes large fluctuations on traffiagainst changes of the environments [4], [5]. On one hand,
demand in networks. Koizumi et. al [2] points out that, whenself-organized VNT control methods can adapt to the change
there are overlay networks on top of the network controlledof environments. On the other hand, it is insufficient for
by the VNT control mechanism, traffic demand fluctuatesmultiple VNTs environments to use only the self-organized
greatly and changes in traffic demand are unpredictable. INNT control methods because self-organized VNT control
more recent years, various new services such as SaaS amthod is not careful about other VNTSs.
cloud services have emerged. However, because we do notWe therefore develop a managed self-organization method

I. INTRODUCTION



of VNT controls to achieve adaptive and efficient VNT  There are many researches about self-organizing systems
controls for multiple VNTs environments. In the method, and the management of them. In Ref. [18], [19], authors
we introduce a system manager to control general situadescribe “autonomic computing” or “organic computing”.
tion of the all of VNTs. The system manager does notThese are technical systems that adapt dynamically to the
observe the details of the network and does not controturrent conditions of its environment. They have features
all VNTs, but observes a condition of each VNT. The like self-organization, self-optimization, self-healing, self-
VNT controller prepared for each VNT collects conditions protection, and so on. In Ref. [20], authors show generic
of its own VNT, and grasp whether each VNT control observer/controller architecture for organic computing. The
is acceptable or not. The conditions are collected by thesystem architecture have degree of freedom allowing for
system manager. Using the collected information, the systerself-organized behavior, but at the same time the system
manager send a feedback which in turn used by the VNTarchitecture can control the emerging global behavior of
controller of each VNT. Note that it is important that what these self-organizations. In Ref. [20], authors propose ob-
kind information system manager collects and what kindserver/controller architecture to realize this. The observer
of information system manager sends as the feedback. Wabserves the self-organized systems that react to inputs and
describe details of managed self-organization in Section IVoutput the results. The main tasks of observer are to grasp

This paper is organized as follows. Section Ill summarizeghe current status of the self-organized system and to predict
the related work. Section 1ll shows our network model.the future status of the self-organized system. The controller
Section IV-A explains details of VNT control based on controls the self-organized system by using information
attractor selection. Section IV describes details of manageteported by observer. The main tasks of controller is to
self-organization of VNT controls. Section V shows theinfluence the self-organized system such that a desired
computer simulation and the results of our method. Finallyemergent behavior appears, to disrupt an undesired emergent
we conclude this thesis in Section VI. behavior, and to construct the system in a way such that no

undesired emergent behavior can appear.
Il. RELATED WORK

Many approaches to accommodate traffic demand by 1. NETWORK MODEL
configuring VNTs have been investigated [3], [6]-[17]. One
of approaches is that VNTs are statically constructed to In this section, we describe the network model that we
efficiently accommodate one or multiple traffic demandwill use for the multiple VNTs configuration.
matrices. For example, in Ref. [13], authors propose VNT Each node in the physical network has IP routers and
control to minimize link utilization of VNT. The method OXCs (Figure 1) and nodes are connected with optical fibers
redesigns the virtual topology according to an obtainedFigure 2). The OXCs consist of three main blocks: input
traffic demand matrix through traffic measurements for asection, non-blocking optical switches, and output section.
long-period of time. In the input section, optical signals are demultiplexed into

Recently, the dynamic VNT control that dynamically W fixed wavelengths. Then, each wavelength is transferred
reconfigures VNTs based on their detection of degradetb an appropriate output port by the non-blocking optical
performance or periodic measurements of the network statuswitch. Finally, at the output section, each wavelength is
without a priori knowledge of future traffic demand has multiplexed again and sent to the next node. By configuring
been proposed. In Ref. [15], authors try to keep the linkthe switches along a path, a lightpath is configured and
utilizations between an upper limit and a lower limit againsta particular wavelength is carried from a transmitter at a
the traffic that grows during peak hours and falls during off-node to a receiver at the other node without any electronic
peak hours. Ohsita et al. developed a VNT control methogbrocessing (Figure 3).
with an estimation of traffic demand matrices, and show A VNT is then constituted by setting up lightpaths on top
that the method works with an hour-order change of trafficof the physical network (Figure 4). The actual traffic of the
demand [17]. upper layer protocol, such as the IP, is carried on the con-

More recently, Koizumi et al. demonstrated a self-structed VNT. When a lightpath terminates at this node, the
organized VNT control based on the attractor selectionP packets on the lightpath are converted to electrical signals
model [3]. The self-organized VNT controls have high and forwarded to the electronic router. When a lightpath
adaptability against changes of environment. However, thepegins at this node, IP packets from the electronic router
work randomly by noise when the system conditions areare transmitted over the lightpath after being converted to
poor, and they are not careful about other VNTs. Thereforeptical signals. Each IP router refers transport layer header
when there are many VNTs at the same time on a physicalf the packet and judges which VNT should be used. By
network, VNTs might be satisfied by the current VNT the information, IP router decides next output interface. If
configurations and continue to use the resources allocated tightpath is configured between all node-pairs, we do not
the VNT, which leads to a monopoly of physical resourcesneed IP’s packet processing in the VNTs. However, since
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the number of transmitters/receivers is limited, we should
properly configure and reconfigure multiple VNTSs. WDM network
Figure 5 shows an example of use of physical resources
by multiple VNTs. Each IP router is connected with each Figure 4. VNT configuration in IP-over-WDM network

OXC as shown in Figure 4. ServiceO uses IP routér
B’, and C’. Servicel uses IP routed’, B’, C’, and D'.
VNTO for serviceO uses transmitters and receivers of OXC Therefore, if VNTO use all transmitters and receivers
A, B, andC for setting up the lightpaths. VNT1 for servicel of OXC A, then VNT1 cannot set up a new lightpath
uses transmitters and receivers of OXCB, C, andD for ~ from or to IP routerA’. In such case, we can avoid the
setting up the lightpaths. Therefore VNTO and VNT1 shareCOmpetition by reconfiguring VNTO such that VNTO does
the physical resources at OX@, B, and C' in the WDM not use all transmitters and receivers of OXCIn another
network. method, we can change allocation of physical resources
VNT controller configures VNT for the service. VNT by setting the physical resources as exclusive resources or
controller observes own VNT performance and tries toShared resources. Exclusive resources are used only for one
reconfigure VNT properly according to the VNT control service.. On the ot_her hand, sh_ared resources can be used for
method. A VNT controller sends a request to physicala” services. In this way, services share physical resources
resource manager to assign physical resources for the VN§ WDM network and configure VNTS. _
configuring. Physical resource manager manages physical We next explain the sequence of VNT control. Figure
resources of the network. Physical resource manager re- Shows the sequence when only one VNT exists. Figure
ceives the requests from each VNT controller and assign8 Shows the sequence when multiple VNTs and system
physical resources to each VNT following the requestsmanager exist.
(Figure 6). First, we explain the sequence of one VNT reconfigura-
In our network model, when enough physical resourced!On
for the request remain, physical resource manager assigr&tep. 1VNT controller observes performance of the VNT

physical resources and VNT controller configures the VNT. over which the service transfers IP traffic.
When enough physical resources do not remain, VNT conStep. 2VNT controller calculates new VNT to improve the
troller keeps current VNT and sends a request to physical performance according to the VNT control method

resource manager again at the next control period. by using the observed information.
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resource manager reports it to VNT controller and
does not assign physical resources.

Step. 6 VNT controller reconfigures VNT if physical re-
sources were assigned. If not, VNT controller keeps
current VNT.

Step. 7 Transfer the IP traffic over the new VNT. Conse-
quently the performance of the VNT changes again,
SO we repeat these steps again.

In this way, we configure one or multiple VNTSs.

In multiple VNT controls, we should reduce control
overheads more strictly than one VNT control. The larger
the number of VNTs becomes, the larger the information to
control the all of VNTs become. Moreover, to adapt to vari-
ous changes in the network quickly before influences of the
change become big, control duration of each VNT control
should be short. Therefore, the information to manage the

Step. 3VNT controller sends a request to physical resourcell of VNTs should be simple and small.
VNT. Physica| resource manager assign physica| reIO control each VNT and use managed Self-organization of
sources if enough resources remain. If not, physicaVNT controls to manage the all of VNTs. Our method
resource manager reports it to VNT controller andcan control multiple VNTs by the adaptability of self-

does not assign physical resources.

organization. Moreover, our method can manage the all of

Step. 4VNT controller reconfigures VNT if physical re- VNTs by using the simple feedback from system manager.
sources were assigned. If not, VNT controller keeps We briefly explain the self-organized VNT control method

current VNT.

in Section IV-A and show the details of managed self-

Step. 5 Service transfers the IP traffic over the new VNT. Organization of VNT controls in Section IV.

Consequently the performance of the VNT changes

again, so we repeat these steps again.

Next, we explain the sequence of multiple VNTs recon-

figuration with system manager.

IV. MANAGED SELF-ORGANIZATION OF VNT
CONTROLS

In this section, we show the framework for the managed
self-organization of VNT controls. We first explain self-

Step. 1VNT controller observes performance of the VNT organized VNT control method that can be used to control

over which the service transfers IP traffic.

each VNT. From Section IV-B, we show the framework for

Step. 2VNT controller calculates activity of the VNT. the managed self-organization of VNT controls. We first
System manager collects activity of each VNT.  explain the functions of VNT controller, physical resource

Step 3System manager calculates feedback from CO”eCte%anager, and system manager. Next, we describe manage-
activities. The feedback indicates overall perfor- ment of the interaction between the multiple VNTSs. In Sec-
mance of all VNTs. System manager sends feedtjon |V-C, we explain details of managed self-organization

back to each VNT controller. of VNT controls by showing the mathematical model.
Step. 4VNT controller calculates new VNT with the local

information and feedback about the overall VNTs. A. Self-organized VNT control

Step. 5VNT controller sends a request to physical resource Koizumi et al. developed self-organized VNT control
manager to assign physical resources for the newnethod based on attractor selection [3] for single VNT
VNT. Physical resource manager assign physical reeontrol. The attractor selection model originally represents
sources if enough resources remain. If not, physicametabolic reactions controlled by gene regulatory networks
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in a cell. Each gene in the gene regulatory network has an
expression level of proteins and deterministic and stochastic
behaviors in each gene control the expression level. An
attractor selection model is consists of regulatory behaviors
having attractor which is determined by activation and
inhibition between each genes, growth rate as feedback of
the current condition of the network, and noise, which is
stochastic behavior.

Koizumi et al. consider the dynamical system that is
driven by the attractor selection. The authors place genes on
every source-destination pair (dengig for nodes: and j)
in the WDM network, and the expression level of the genes
xp,, determines the number of lightpaths on between nodes
i and j. The dynamics ofr,, ; is defined by the following
differential equation,

= Vg~ f (Z W(pijvpsd) *Tpeg — epij>
Psd
Vg * Tp,; +n

dxy,
dt

(1)

wheren represents Gaussian white noiges the sigmoidal
regulation function, andy, is the growth ratev, indicates
the condition of the IP network.

Attractors are a part of the equilibrium points in the
solution space in which the current condition is preferable. In
the current case, attractor represents a VNT. The basic mech-
anism of an attractor selection consists of two behaviors:
deterministic and stochastic behaviors. When the current
condition is suitable for the current environment, i.e., the
system state is close to one of the attractors, deterministic
behavior drives the system to the attractor.

When the current condition is poor, stochastic behavior
dominates over deterministic behavior. While stochastic be-
havior is dominant in controlling the system, the system state
fluctuates randomly due to noise and the system searches for
a new attractor. When the current condition has recovered
and the system state comes close to an attractor, determinis-
tic behavior again controls the system. These two behaviors
are controlled by simple feedback of the current condition
in the system. In this way, attractor selection adapts to en-
vironmental changes by selecting attractors using stochastic
behavior, deterministic behavior, and simple feedback.

B. Outline of Managed Self-Organization

1) Functions of each control unitFigure 9 shows the
model of one VNT control based on self-organization, and
Figure 10 shows the model of multiple VNT controls with
system manager.

o VNT controller

VNT controller configures VNT for the service. The
VNT control method is based on attractor selection
(Section IV-A). VNT controller observes own activity,
and tries to reconfigure VNT properly to improve
the activity. When system manager sends feedback to
VNT controller, VNT controller reconfigures VNT by
regarding the feedback as its own activity. Therefore, if
the feedback indicates that the condition of the network
is poor, VNT controller reconfigures its own VNT
randomly by noise. After calculation of new VNT, the
VNT controller sends a request to physical resource
manager to assign physical resources for the new VNT
configuring. VNT controller reconfigures VNT when
physical resources are assigned. If physical resources
are not assigned because of physical resource competi-
tion between other VNTSs, VNT controller keeps current
VNT.

Physical resource manager

Physical resource manager manages physical resources
of the network. Physical resource manager receives
requests from each VNT controller, and assigns phys-
ical resources to each VNT following the situation.
When enough physical resources for a request remain,
physical resource manager assigns physical resources
for the VNT. If enough physical resources for a request
do not remain because of physical resource competition
between other VNTSs, physical resource manager sends
message about it to the VNT controller.

System manager

System manager consists of network observer and net-
work controller. System manager collects activities of
all VNTs. This is different from centralized network
control method that collects much information from
network. Activity is just a simple information; we do
not need information of traffic demand matrix and/or
link utilizations of all lightpaths that may be necessary
for centralized VNT control. System manager calcu-
lates the activity of the whole network. We will refer

to the activity ametwork activity The network activity

is based on the collected activities. System manager
sends feedback to each VNT controller, and the network
activity is used as the feedback. Again, the feedback is
simple information. Each VNT controller reconfigures
own VNT using the feedback. By this way, system
manager controlls the degree of self-organization and
manages the all of VNTs by sending feedback.
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TM&" M Then the physical resources in the network are reallocated to

each VNT, and we can avoid physical resource competitions.
Figure 10. Concept of multiple VNTs control based on a managed selfin this way, our method can adapt to changes, and avoid
organization physical resource competition.

C. Controlling activities for Managed Self-organization

2) Management of interaction between the multiple In this section, we explain details of managed self-
VNTs: Figure 11 shows image of management of interactiororganization of VNT controls. When there ale VNTSs in
between the multiple VNTSs. In Figure 11, we assume thathe network, each VNT has an activityy, a1, ..., ay. Each
there are two VNT, called VNTO and VNTL, in a physical activity indicates the condition of the corresponding VNT.
network. Horizontal axis represents the valuengf which  These activities are calculated by each VNT controller as
is the activity of the VNTO. Vertical axis represents the explained in Section IV-A. We defing,,,s:., as the network
value of a;, which is the activity of the VNT1.ap and  activity. a,ascer iS calculated fromog, aq, ..., axn.

a become high value when the condition of the system Here, when the all activities in the network are high value,
is good, and become low value when the condition of thesystem manager does not updatg, ... System manager
system is bad. In the right of the figurey is low value.  senda,,, as the feedback to each VN&,,,, is the same

In the top of the figureq; is low value. At first, botha, value as the value af of each VNT.

and«; are high value. When the change of traffic demand Because then all VNTs are good condition, we do not
of VNTO occurs,aq become low value (blue arrow in the need to change the VNTs. When some activities are low
figure). Here, when the change of traffic demand is low, itvalue, we updatey,,qste, and sendy,, .z, as the feedback
would be solved by reconfiguring of only VNTO. Therefore to each VNT.

we reconfigure only VNTO until a certain time pass (arrow  We updaten, ... by the following equation.

#1). After a certain time passed, df, do not become high .

value, we think that the c[?lange of traffic demand is high ora,,qeter = { Cmin % D(8) if Qi < Tho. and £ > Thiime
physical resource competition between other VNTs occurs, Gown if Qi 2 The or < Thiime
and it cannot be solved by reconfiguring of only VNTO. ay,;, is the minimum value betweemy, a1, ..., an. Thy IS
Therefore we reconfigure VNTO and part of VNT1 by a threshold value about. T'h,;,,. is a threshold value about
sending feedback from system manager to VNTO and VNTime. ¢ is the elapsed time from whem,,;,, become worse



thanTh,. D(t) is the rate decided by and it ranges from
0 to 1.
V. COMPUTER SIMULATION

We conduct computer simulation to evaluate our manage-
ment model. Section V-A shows simulation conditions, and
Section V-B shows simulation results.

A. Simulation Conditions

We use the European Optical Network (EON) topology
as the physical topology (Figure 12). The EON topology
has 19 nodes and 39 bidirectional fibers. Each node has
transmitters and receivers that are used as exclusive physical
resources of each service and that are used as shared physigabet maximum link utilization to 0.5. Then the activity of
resources between all services. In the simulation, we deploghe VNT is 50 in the parameter settings. Therefore, we set
two services in the network, and the two services configurg's,, to 50. When the maximum link utilization of one VNT
VNTO and VNT1. The number of transmitters/receivers ofbecomes less than 0.5, and the maximum link utilization
each node i€, 4. *2+8. Here,D,,.q4. is the degree number of another VNT becomes higher than 0.5, system manager
of the node. Both services can use exclusive transmittersegins to count the timg that is the time from wheny;,
and receivers for base VNT that corresponds with physicabecomes worse thaff'h,,. When ¢ becomes bigger than
topology. The lightpaths used for configuring the base VNTT /..., that is threshold value about time, we consider that
is set at all time irrespective of VNT control. Moreover, eachthe situation cannot be solved by reconfiguration of VNT in
service shares eight transmitters and receivers with othex poor condition because of large change of the environment
services per a node. of the VNT and/or physical resource competition. Therefore,

Each VNT controller configurse the VNT by self- the system manager sends low value feedback to each VNT,
organized VNT control (Section IV-A). The parameter set-and the VNTSs in the network are reconfigured by noise. To
tings used in Equation 1 are shown in Table |, and weadapt the all of VNTs to change of the environment quickly,
set Npqin, to 20. Each VNT controller collects information we setT ;... to 4 minute, and sebD(¢) as Equation 3.
about the link utilization by SNMP and reconfigures VNT
every one minute. System manager collects activities from
all VNTs and sends a feedback based on the activities to
each VNT every one minute. The value of the feedback isD(t) =
used as the activity in each VNT, and the VNT controller
reconfigure VNT based on the updated activity.

We prepare the traffic demand matrices where traffic de-
mand from node to j, d;;, follows a lognormal distribution.  In this way, when poor condition of VNT cannot be solved
We set the variance of logarithm @f; to beo? and with by reconfiguration of the VNT because large change of
the mean to be 1. Each traffic demand matrix is normalizeg@nvironment or physical resource competition occurs, we
such that the total amount of traffi3,,, d,,;, is the same reconfigure the all of VNTs by sending feedback.
and is set to 6.5 in a unit of bandwidth of lightpaths. We
change traffic demand of only VNT1 at 10 minutes by setting™" . .
the different value of random seed fok;. We use the  Figure 13, 14, 15, 16, 17, and 18 show maximum link
maximum link utilization on VNT as a metric that indicates Utilization dependent on time, activity dependent on time,

the current condition of VNT. In the simulation, we set the @nd transition of activities. In Figure 13, 14, and 15, system
manager does not work. In Figure 16, 17, and 18, system

manager works and sends feedback to VNTO and VNT1.

Figure 12. EON topology

1 if 4minutes < ¢t < 6minutes

0.5 if 6minutes < ¢t < 8minutes

0.25 if 8minutes < ¢ < 10minutes 3)
0.125 if 10minutes < ¢ < 12minutes
0.0625 if 12minutes < ¢ < 14minutes

0 if 15minutes < ¢

B. Simulation Results

PARAMETER SETTINGS OF EAE?—ibISeELmRGANIZEDVNT CONTROL In Figure 13 a!nd 14, the Chan_ge of t'raffic'c.iem'and occurs in
METHOD VNT1 at 10 minutes, and maximum link utilization of VNT1
becomes higher than 0.5 and the activity of VNT1 becomes
low value. We can see that the VNT controller of VNT1
g 11030 tries to reconfigure VNTL, but physical resource competition
57 3 occurs and the maximum link utilization keeps high value
C 05 until at 90 minutes. Moreover, we continue the simulation
[ 1 until 200 minutes, and we confirm that the maximum link
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utilization is higher than 0.5 until 200 minutes. On the other

hand, in Figure 16 and 17, the change of traffic demanq“gh value gradually. However the change of traffic demand

oceurs - in VNT1 at 10 mmuf[es, and the maximum .I"?k of VNT1 occurs, and activity of VNT1 become low value.
utilization of VNT1 becomes higher than 0.5 and the activity 1. . \ .2 1ue does not become high until 90 minutes

of VNT1 becomes lower than 50. Then the maximum link o o
utilization of VNTO is under 0.5. Therefore system manager ©On the other hand, in Figure 18, we can see activities
begins to count the time. VNT controller of VNT1 tries P€come high value gradually and the activity of VNT1
to reconfigure VNT1, but the maximum link utilization do become low value by the change of traffic demand of VNT1

not become lower than 0.5. At time 15, we regard thatS the same in Figure 15. However, system manager send
physical resource competition occurs and VNT1 cannofé€dback to VNTO and VNTI, and the activities of VNTO
adapt to the change of traffic demand. Therefore systerind VNT1 become low value gradually. Therefore, VNTO
manager sends feedback to VNTO and VNT1. We can se@nd VNTL1 are reconfigured by noise of 'the self-organized
activities of VNTO and VNT1 drop down gradually by VYNT control method, and both VNTSs configure proper VNT
D(t). Activities of VNTO and VNT1 become 0 at time 15. that can drop maximum link utilization to lower than 0.5.
VNTO and VNT1 work randomly by noise and the whole At 90 minutes, the activities of VNTO and VNT1 are high
network is reconfigured. At time 47, VNTO and VNT1 avoid value.
physical resource competition and configure proper VNTS In this way, the managed self-organization of VNT control
that can drop maximum link utilization to lower than 0.5. can avoid physical resource competition and adapt to change
The maximum link utilizations of both VNTs become less of traffic demand quickly by using feedback based on the
than 0.5 by the reconfigurations. We can see the activitieaetwork activity. However, these simulation settings are
of both VNTSs return to ordinary value. tentative. We should consider methods to send feedback
Figure 15 and 18 show transition of activities of VNTO based on other information or to set parameters dynam-
and VNTL1. Red point represents the valuexadf each VNT  ically based on feedback, and we should conduct more
at 1 minute, and pink point represents the value.aff each  simulations. Moreover, the frequency of physical resource
VNT at 90 minute. Blue points represent the valuef each  competition depends oV,.:,. We should consider setting
VNT from 2 minutes to 89 minutes. Black arrow means theN,.;; dynamically by feedback to avoid physical resource
flow of transition. In Figure 15, we can see activities becomecompetition more effectively.
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