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Abstract In this paper, we propose a framework to construct multiple VNTs in WDM-based optical network and then p
pose a control scheme, which we call a managed self-organization, to achieve adaptive and efficient VNT controls. Our
idea is to introduce a system manager for managing and controlling the overall performance in multiple VNTs environme
The system manager collects the activities that represent the conditions of VNTSs, calculate the overall condition of the
work, and loosely controls each VNT through the feedback of the information about the overall condition. Simulation res
show that the VNT control with system manager can adapt to the large traffic fluctuation within 47 minutes, while the V
control without system manager takes more than 200 minutes.

Key words Wavelength Routed Network, VNT Control, Attractor Selection, Managed self-organization

overlay services may lead to the increase of traffic growth without
control, which will result in a severe degradation of quality of ser-
Recently, overlay services on existing IP-based networks have exice perceived by existing services. In Ref. [1], authors point out
pected to be a viable solution to deploy new services without violatthat the various services, such as peer-to-peer networks, voice ove
ing underlying protocol standards. However, rapid increase of neWP, and video on demand causes large fluctuations on traffic demanc

1. Introduction
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in networks. Koizumi et. al [2] points out that, when there are over- vNto of serviceo VNTI of servicel

lay networks on top of the network controlled by the VNT control

mechanism, traffic demand fluctuates greatly and changes in traf  __ - i
fic demand are unpredictable. In more recent years, various ne [;ﬁex . & IPE‘
services such as SaaS and cloud services have emerged. Howey )
because we do not know the traffic requirements of the new emer
ing services and we do not know its effect on the quality of existing

(4
]
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services, we urgently need a framework for control and manage th / L

current and future services in a flexible manner. . == / o = )
One of approach to overcome the performance degradation ir ix /%«

duced by multiple services is to prepare multiple VNTs over WDM- : . et ‘:[ .

based optical networks, and then assign one or more VNTS to eac WDM network /

service. We can take several approaches for managing multiple
VNTSs. For example, we can deploy centralized VNT control meth-
ods that control VNTSs by collecting detailed information about the
all of VNTs and by calculating VNT based on the information. _ ) )
However, it is easily imagined that the centralized VNT control & ‘\ = 2
methods have long control duration, and cannot adapt to rapid traffi -
changes induced by the overlay services. VNTO VNI

In this paper, we develop a managed self-organization method ¢ M” Fffwj
VNT controls to achieve adaptive and efficient VNT controls for
multiple VNTs environments. Basis ideas of our framework is that
each service deploys a VNT controller, and then configure the VNT
by interactions between own condition and local information sucrsources to each VNT based on the requests from VNT controllers
that required quality of each service is satisfied. To realize this, wéFigure 2).
apply VNT control method based on attractor selection [3, 4] for In our network model, when enough physical resources for the re-
each VNT control. We then introduce a system manager to contrdiuest remain, physical resource manager assigns physical resource
general situation of the all of VNTs. The system manager does ngi"d VNT controller configures the VNT. When enough physical
observe the details of the network and does not control all VNTsfesources do not remain, VNT controller keeps current VNT and
but observes a condition of each VNT. The VNT controller pre_sends a request to physical resource manager again at the next col
pared for each VNT collects conditions of its own VNT, and grasptrol period.
whether each VNT control is acceptable or not. The conditions are Therefore, if VNTO use all transmitters and receivers of OXC
collected by the system manager. Using the collected informatiorf’e€n VNT1 cannot set up a new lightpath from or to IP router
the system manager send a feedback which in turn used by the VN Such case, we can avoid the competition by reconfiguring VNTO

Figure 1 Multiple VNTSs on top of a physical network
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Figure 2 Physical resource manager

controller of each VNT. such that VNTO does not use all transmitters and receivers of OXC
A. In another method, we can change allocation of physical re-
2. Network Model sources by setting the physical resources as exclusive resources ¢

. . hared resources. Exclusive resources are used only for one servic
Each node in the physical network has IP routers and OXCs and y ]
On the other hand, shared resources can be used for all services. |

nodes are connected with optical fibers. Figure 1 shows an examk—l_ ) H hvsical £ WDM « and
ple of use of physical resources by multiple VNTs. Each IP routert IS Way, Services share physical resources o network an

is connected with each OXC. ServiceO uses IP rodterB’, and co\rll\jlgure VNTIS'_ h FUNT | Ei h H
C’. Servicel uses IP routet’, B/, C’, andD’. VNTO for service0 e next explain the sequence o control. Figure 3 shows the

uses transmitters and receivers of OXCB, andC for setting up sequence when only one VNT exists. Figure 4 shows the sequence

the lightpaths. VNTL1 for servicel uses transmitters and receivers gyhgn multiple YNTshand system mfanager exist. " )
OXC A, B, C, andD for setting up the lightpaths. Therefore VNTO First, we explain the sequence of one VNT reconfiguration.

and VNT1 share the physical resources at OX(3, andC'inthe  gtep. 1 VNT controller observes performance of the VNT over

WDM network. which the service transfers IP traffic.
VNT controller configures VNT for the service. VNT controller

observes own VNT performance and tries to reconfigure VNT prop- Step. 2 VNT controller calculates new VNT to improve the per-
erly based on the VNT control method. A VNT controller sends a formance according to the VNT control method by using
request to physical resource manager to assign physical resources the observed information.

for the VNT configuring. Physical resource manager manages phyS-Step. 3 VNT controller sends a request to physical resource man-

ical resources of the network. Physical resource manager receives . . .
) ) ager to assign physical resources for the new VNT. Physi-
the requests from each VNT controller and assigns physical re- . . .
cal resource manager assign physical resources if enougk
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VNT controller o

Physical resource manager Send feedback about
the whole network

Figure 3 Information exchange for single VNT control

Step. 4

Step. 5

Next, we explain the sequence of multiple VNTSs reconfiguration

VNT VNTs
I —

B Observ =
Ybserv . serve Reconfigure .
o ST Y on O nd g
I performance o VNT ' performance again VNT performance again
VNT \ - VNT

L
Collect activity of Caleulate VNT || Request and
Request and ’ ; acuate 1 assign physical
Calculate ﬁ cquest an each VNT L{ with feedback | assign physica
_| assign physical ’ | resources

VNT resources Manager node

Physical resource manager

Figure 4 Information exchange for multiple VNTSs control

resources remain. If not, physical resource manager re-
ports it to VNT controller and does not assign physical yefore influences of the change become big, control duration of each
resources. VNT control should be short. Therefore, the information to manage
VNT controller reconfigures VNT if physical resources the all of VNTs should be simple and small.
were assigned. If not, VNT controller keeps current In our method, we use self-organized VNT control method to
VNT. control each VNT and then develop a managed self-organization of

VNT controls to manage the all of VNTs. Our method can control
Service transfers the IP traffic over the new VNT. Con- multiple VNTs by the adaptability of self-organization. Moreover,
sequently the performance of the VNT changes again, se@ur method can manage the all of VNTSs by using the simple feed-
we repeat these steps again. back from system manager.
3.1 Self-organized VNT control
Koizumi et al. developed self-organized VNT control method

with system manager.

Step. 1

Step. 2

Step. 3

Step. 4

Step. 5

Step. 6

Step. 7

based on attractor selection [3] for single VNT control. The attractor
VNT controller observes performance of the VNT over selection model originally represents metabolic reactions controlled
which the service transfers IP traffic. by gene regulatory networks in a cell. Each gene in the gene regu-
latory network has an expression level of proteins and deterministic
and stochastic behaviors in each gene control the expression level
An attractor selection model is consists of regulatory behaviors hav-

System manager calculates feedback from collected adng attractor which is determined by activation and inhibition be-
tivities. The feedback indicates overall performance oftween each genes, growth rate as feedback of the current conditior
all VNTs. System manager sends feedback to each yNTPf the network, and noise, which is stochastic behavior.
controller. Koizumi et al. consider the dynamical system that is driven by
the attractor selection. The authors place genes on every source
VNT controller calculates new VNT with the local infor- destination pair (denomj for nodes andj) in the WDM network,
mation and feedback about the overall VNTs. and the expression level of the gengs, determines the number of
VNT controller sends a request to physical resource manl-l_ghtloaths on betv\{een _nodéa.ndj. Th(.e dynamics oy, Is de-
ager to assign physical resources for the new VNT. Physi-ﬂned by the following differential equation,

cal resource manager assign physical resources if enough da, .
T

VNT controller calculates activity of the VNT. System
manager collects activity of each VNT.

resources remain. If not, physical resource manager re- gz — ¢/ Y W(pigpsa) g = Opig
ports it to VNT controller and does not assign physical Fed

Vg " Tp;; +n (1)
resources.

wheren represents Gaussian white noiges the sigmoidal regula-
tion function, andv, is the growth ratew, indicates the condition
of the IP network.

Attractors are a part of the equilibrium points in the solution space
Transfer the IP traffic over the new VNT. Consequently in which the current condition is preferable. In the current case, at-
the performance of the VNT changes again, so we repedfactor represents a VNT. The basic mechanism of an attractor se-
these steps again. lection consists of two behaviors: deterministic and stochastic be-

haviors. When the current condition is suitable for the current en-

VNT controller reconfigures VNT if physical resources
were assigned. If not, VNT controller keeps current
VNT.

In this way, we configure one or multiple VNTSs. vironment, i.e., the system state is close to one of the attractors,

3. Managed Self-Organization of VNT Controls

deterministic behavior drives the system to the attractor.
When the current condition is poor, stochastic behavior dom-

In multiple VNT controls, we should reduce control overheadsinates over deterministic behavior. While stochastic behavior is
more strictly than one VNT control. The larger the number of VNTsdominant in controlling the system, the system state fluctuates ran-
becomes, the larger the information to control the all of VNTs be-domly due to noise and the system searches for a new attractor
come. Moreover, to adapt to various changes in the network quicklyWhen the current condition has recovered and the system state
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———————————————————————— Figure 7 Interaction between the multiple VNTs
VNT
Figure 5 Self-organized VNT control method current VNT.
S S— e Physical resource manager
Network Dbserver Physical resource manager manages physical resources of the ne
M cvo:Conirolle e work. Physical resource manager receives requests from each VNT
iz ,}%@l Feedback = controller, and assigns physical resources to each VNT following
\ the situation. When enough physical resources for a request remain
» ;;TTT . :;; physical resource manager assigns physical resources for the VNT
—L i‘.m; ! Ranind N T oy o .u.n;.';'?n Comolier New VAT by If enough physical resources for a request do not remain because
all light-paths sttractor selection all light-paths “"“‘i‘“{“"““““ of physical resource competition between other VNTSs, physical re-
m . m . source manager sends message about it to the VNT controller.
Eézé,j/ e F}f"/ e e System manager
- \%}/ m \E“I?’i/ m System manager consists of network observer and network con-
VNTO UNTI troller. System manager collects activities of all VNTs. This is dif-
‘[chum / Assign Request / Assign]‘ ferent from centralized network control method that collects much

information from network. Activity is just a simple information; we

Figure 6 Concept of multiple VNTs control based on a managed selfdo not need information of traffic demand matrix and/or link utiliza-
organization tions of all lightpaths that may be necessary for centralized VNT

control. System manager calculates the activity of the whole net-

comes close to an attractor, deterministic behavior again control0rk. We will refer to the activity asetwork activity The network

the system. These two behaviors are controlled by simple feedbad@€tivity is based on the collected activities. System manager sends

of the current condition in the system. In this way, attractor selecfeedback to each VNT controller, and the network activity is used

tion adapts to environmental changes by selecting attractors usirp the feedback. Again, the feedback is simple information. Each

stochastic behavior, deterministic behavior, and simple feedback. VNT controller reconfigures own VNT using the feedback. By this
3.2 Outline of Managed Self-Organization way, system manager controlls the degree of self-organization anc

3.2.1 Functions of each control unit manages the all of VNTs by sending feedback.
Figure 5 shows the model of one VNT control based on self- 3.2.2 Management of interaction between the multiple VNTs

organization, and Figure 6 shows the model of multiple VNT con- Figure 7 shows image of management of interaction between the
multiple VNTSs. In Figure 7, we assume that there are two VNT,

called VNTO and VNT1, in a physical network. Horizontal axis rep-

trols with system manager.

e VNT controller

VNT controller configures VNT for the service. The VNT con- resents the value aefy, which is the activity of the VNTO. Vertical
trol method is based on attractor selection (Section 3. 1). VNT con@Xis represents the value af, which is the activity of the VNTL1.
troller observes own activity, and tries to reconfigure VNT prop-@o anda become high value when the condition of the system is
erly to improve the activity. When system manager sends feedbacko0d, and become low value when the condition of the system is
to VNT controller, VNT controller reconfigures VNT by regarding bad. In the right of the figurey, is low value. In the top of the fig-
the feedback as its own activity. Therefore, if the feedback indi-Ure, a1 is low value. Atfirst, bothvo anda; are high value. When
cates that the condition of the network is poor, VNT controller re-the change of traffic demand of VNTO occusis, become low value
configures its own VNT randomly by noise. After calculation of (blue arrow in the figure). Here, when the change of traffic demand
new VNT, the VNT controller sends a request to physical resourcés 10w, it would be solved by reconfiguring of only VNTO. There-
manager to assign physical resources for the new VNT configurindore we reconfigure only VNTO until a certain time pass (arrow #1).
VNT controller reconfigures VNT when physical resources are as&fter a certain time passed, ifo do not become high value, we
signed. If physical resources are not assigned because of physidRink that the change of traffic demand is high or physical resource
resource competition between other VNTs, VNT controller keepssompetition between other VNTSs occurs, and it cannot be solved by

—4—



reconfiguring of only VNTO. Therefore we reconfigure VNTO and The lightpaths used for configuring the base VNT is set at all time
part of VNT1 by sending feedback from system manager to VNTGrrespective of VNT control. Moreover, each service shares eight
and VNT1 (arrow #2). After further time passed, we full reconfiguretransmitters and receivers with other services per a node.
VNTO and VNT1 (arrow #3). When the change of traffic demand is Each VNT controller configurse the VNT by self-organized VNT
small, it would be more quick and efficient to reconfigure only thecontrol (Section 3.1). The parameter settings used in Equation 1
VNTs in poor condition rather than to reconfigure all of the VNTSs are;y =100,6 = 13,8’ = 3, zeta=0.5, andu=1. We setN 4.5, to 20.
in the network. Then we almost fix the VNTs in preferable con-Each VNT controller collects information about the link utilization
dition and reconfigure the VNTs in the poor condition. When theby SNMP and reconfigures VNT every minute. System manager
change of traffic demand is large and VNTSs in poor condition cancollects activities from all VNTs and sends a feedback based on the
not recover the condition after a certain period of time, we consideactivities to each VNT every one minute. The value of the feed-
the VNTSs in poor conditions cannot adapt to the change by recorback is used as the activity in each VNT, and the VNT controller
figuring only its own VNTs. We then reconfigure all of VNTs in the reconfigure VNT based on the updated activity.
network by the feedback from system manager. Then the physical We prepare the traffic demand matrices where traffic demand
resources in the network are reallocated to each VNT, and we canom nodes to j, d;;, follows a lognormal distribution. We set the
avoid physical resource competitions. In this way, our method cawariance of logarithm ofl;; to be s® and with the mean to be 1.
adapt to changes, and avoid physical resource competition. Each traffic demand matrix is normalized such that the total amount
3.3 Controlling activities for Managed Self-organization of traffic, pr,j dp,; is the same and is set to 6.5 in a unit of band-
In this section, we explain details of managed self-organization ofvidth of lightpaths. We change traffic demand of only VNT1 at 10
VNT controls. When there ar® VNTSs in the network, each VNT minutes by setting the different value of random seeddfer We
has an activitywo, a1, ..., an. Each activity indicates the condition use the maximum link utilization on VNT as a metric that indicates
of the corresponding VNT. These activities are calculated by eacthe current condition of VNT. In the simulation, we set the target
VNT controller as explained in Section 3. 1. We defingaster @ maximum link utilization to 0.5. Then the activity of the VNT is
the network activitya,,qster iS calculated fromyo, a1, ..., an. 50 in the parameter settings. Therefore, weskt, to 50. When
Here, when the all activities in the network are high value, systemhe maximum link utilization of one VNT becomes less than 0.5,
manager does not updatg,qster. System manager send.,» as  and the maximum link utilization of another VNT becomes higher
the feedback to each VN&.... is the same value as the valuecof  than 0.5, system manager begins to count the tirtiat is the time
of each VNT. from whenamin becomes worse thdfh,. Whent becomes big-
Because then all VNTs are good condition, we do not need tger thanT h:;me, that is threshold value about time, we consider
change the VNTs. When some activities are low value, we updatéhat the situation cannot be solved by reconfiguration of VNT in a
Omaster aNA SENAY,,qster AS the feedback to each VNT. poor condition because of large change of the environment of the
We updatev.,..ster Dy the following equation. VNT and/or physical resource competition. Therefore, the system
manager sends low value feedback to each VNT, and the VNTSs in

Qlmin * D(t) if Qmin < Tha and . .
the network are reconfigured by noise. To adapt the all of VNTs to

Qmaster = . iftaz?:;;a or change of the environment quickly, we §&t;,,. to 4 minute, and
< Thuime setD(t) as Equation 2.
Qmin iS the minimum value betweeao, a1, ...,an. Thea iS a 1 if 4minutes < ¢ < 6minutes
threshold value about. Thyinm. is a threshold value about time. 0.5 if 6minutes < t < Sminutes
t is the elapsed time from whem,,;, become worse thaff'h,,. D)= { 02> if Sminutes <t< l0minutes -,
D(t) is the rate decided by and it ranges from 0 to 1. 0.125  if 10minutes < ¢ < 12minutes
0.0625 if 12minutes < t < 14minutes
4. Simulation Results 0 if 15minutes < ¢

We conduct computer simulation to evaluate our managemern this way, when poor condition of VNT cannot be solved by recon-
model. Section 4.1 shows simulation conditions, and Section 4. figuration of the VNT because large change of environment or phys-
shows simulation results. ical resource competition occurs, we reconfigure the all of VNTs by

4.1 Simulation Conditions sending feedback.

We use 19-node European Optical Network (EON) topology as 4.2 Results
the physical topology. Each node has transmitters and receivers thatFigures 8 and 9 show maximum link utilization dependent on
are used as exclusive physical resources of each service and that &éiree with and without managed self-organization. In Figure 8, the
used as shared physical resources between all services. In the sinulrange of traffic demand occurs in VNT1 at 10 minutes, and maxi-
lation, we deploy two services in the network, and the two servicesnum link utilization of VNT1 becomes higher than 0.5 and the ac-
configure VNTO and VNT1. The number of transmitters/receiverstivity of VNT1 becomes low value. We can see that the VNT con-
of each node i9D,04c * 2 + 8. Here, Dy.4e is the degree num- troller of VNTL1 tries to reconfigure VNT1, but physical resource
ber of the node. Both services can use exclusive transmitters armbmpetition occurs and the maximum link utilization keeps high
receivers for base VNT that corresponds with physical topologyvalue. On the other hand, with a managed self-organization (Figure
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To see the behavior of our managed self-organization more
clearly, we show the activities of VNTO and VNT1 dependent on
time in Figure 10. From 10 minutes, the activities are drop down
gradually by D(¢). Activities of VNTO and VNT1 become 0 at
time 15. VNTO and VNT1 work randomly by noise and the whole
network is reconfigured. At time 47, VNTO and VNT1 avoid phys-
ical resource competition and configure proper VNTSs that can drop
maximum link utilization to lower than 0.5. The maximum link uti-
lizations of both VNTs become less than 0.5 by the reconfigurations.
After that, the activities of both VNTSs takes a higher value.

5. Concluding Remarks

Overlay services on existing IP-based networks have expected tc
be a viable solution to deploy new services without violating under-
lying protocol standards. However, rapid increase of new overlay
services may lead to the increase of traffic growth without control,
which will result in a severe degradation of quality of service per-
ceived by existing services. One of approach to overcome this is
to prepare multiple VNTs over WDM-based optical networks, and
then assign one or more VNTSs to each service. In this paper, we pro-
posed a managed self-organization of VNT controls, that is a frame-
work to construct multiple VNTs in WDM-based optical network
and proposed a control scheme. The simulation results show thai
our managed self-organization of VNT control can avoid physical
resource competition and adapt to change of traffic demand quickly
by using feedback based on the network activity.

For the future work, we should exmaime various environmental
changes to show the applicability of our method. More specifically,

Figure 9 Changes of maximum link utilization with managed self- the frequency of physical resource competition depend¥ony, .
organization

100

We should consider setting,..», dynamically by feedback to avoid
physical resource competition more effectively.
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