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Abstract—The increase in energy consumption associated
with ever-intensifying network traffic is becoming a major
problem. A number of researchers have focused on technologies
that dynamically adjust the processing performance and the
link speed of routers according to the network traffic load
in order to achieve energy-efficient networking. However,
when such power-saving routers are present in an end-to-end
network path, the accuracy of existing methods for measuring
the end-to-end available bandwidth may degrade because
of the variable bandwidth and delays at bottleneck links.
Furthermore, the energy efficiency of power-saving routers also
decreases under the additional traffic load caused by bandwidth
probing. In this paper, we employ a network environment
with a power-saving router to evaluate the performance of
Pathload, which is a popular tool for measuring the end-to-end
available bandwidth. By showing detailed simulation results, we
demonstrate that both the measurement accuracy of Pathload
and the energy efficiency of routers degrade, particularly when
the power saving function of routers is triggered in shorter
cycles. We also propose Pathload parameter settings that
maintain measurement accuracy without affecting the behavior
of power-saving routers.

Keywords-available bandwidth; bandwidth measurement; en-
ergy efficiency; router;

I. INTRODUCTION

The increase in energy consumption in computer net-
works associated with the constant intensification of network
traffic is becoming a major problem. Many researchers
are studying methods for energy-efficient networking by
introducing power-saving routers and switches which adjust
their processing performance and link speed according to the
network traffic load. For example, a power saving method for
Gigabit Passive Optical Network (G-PON) was introduced
[1] in which routers adjust their link speed to either 1 Gbps
or 10 Gbps and enter sleep mode according to the network
traffic load. Power saving techniques for Ethernet adapters
with adaptive link rates [2], ADSL2 and ADSL2+ [3] have
also been proposed.

However, the effect of such power-saving routers and
switches on end-to-end network controls and protocols has
not been investigated in detail. In this regard, we focus on an

end-to-end bandwidth measurement method. When power-
saving routers and switches are present in an end-to-end
network path, the round trip time (RTT) of the path varies
since packet processing delays at such links fluctuate. As a
result, the accuracy of existing measurement methods for
end-to-end available bandwidth may degrade, while end-
to-end bandwidth measurement is becoming increasingly
important for such network environments with variable
physical capacity.

Numerous tools for measuring end-to-end available band-
width have been developed, such as Pathload [4], ImTCP [5]
and others [6-11]. However, these tools do not take into
account environments where the physical link bandwidth
changes according to the network load. Furthermore, since
most measurement methods involve sending probing packets
at an extremely high rate, the energy efficiency of power-
saving routers may degrade under the additional traffic load
caused by bandwidth probing.

In this paper, as a first step toward tackling the above
problems, we employ an environment with a power-saving
router and evaluate the performance of Pathload, which is a
popular tool for measuring end-to-end available bandwidth
and its measurement principle is applied in many other
bandwidth measurement tools. We explore the interaction
between the bandwidth measurement tool and the power-
saving router. In addition, we conduct a simple mathematical
analysis on the impact of bandwidth measurement using
Pathload on power-saving routers and propose Pathload pa-
rameter settings that maintain measurement accuracy with-
out affecting the behavior of power-saving routers.

The rest of this paper is organized as follows. Section
IT provides an overview of power-saving routers and the
algorithm that they employ for adjusting the bandwidth
according to network traffic load. In Section III, we evaluate
the performance of Pathload in a network environment with
power-saving routers by simulation experiments and reveal
the problems to be solved. Section VI provides guidelines
in terms of parameter settings for Pathload based on mathe-
matical analysis. Finally, we conclude this paper and present



goals for future work in Section V.

II. POWER-SAVING ROUTER MODEL

In this section, we present a model of a power-saving
router that regulates its physical link bandwidth according to
the network traffic load. We construct the model based on the
proposal by Ata et al., who described the conceptual design
and the details of various implementation issues associated
with power-saving routers [12].

We assume that the power-saving router monitors its link
utilization at regular intervals (of the order of milliseconds
to seconds) and regulates its physical bandwidth according
to the observed utilization. We define the maximum value
of the physical link bandwidth, in other words, the link
bandwidth without power saving, as Cy,q,. Assuming an N-
level stepwise power saving configuration, the ¢ th setting of
the physical bandwidth, denoted as C;, is defined as follows.

Ci = - Cmaz(1 < i < N) (1)

We define 7 as the length of the interval for monitoring
link utilization and assume that the power-saving router
changes the link bandwidth at the same cycle. P(t) and C(¢)
represent the amount of traffic observed at the link and the
physical link bandwidth at ¢ th time slot, respectively. In this
case, the link utilization wu(t) is represented as follows.
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The average link utilization U(t) at the ¢ th time slot is
expressed as an exponential moving average.

Ut) =

@)

(1—w)U(t —1) + wul(t) 3)

The parameter w in Eq. (3) is the averaging weight. The
power-saving router determines the physical link bandwidth
at the (¢+1)th time slot according to the following equations.

Ci—i—l if U(t) > M andi < N
C; otherwise

The parameters A\, and \; in Eq. (4) are thresholds of the link
utilization which are used to determine whether the power-
saving router should increase or decrease its physical link
bandwidth, respectively. From Eq. (4), it follows that the
power-saving router increases its physical link bandwidth
when the average link utilization becomes larger than \,, and
decreases the bandwidth when the average link utilization
becomes smaller than ;.

III. EVALUATION OF PATHLOAD WITH A POWER-SAVING
ROUTER

We evaluate the performance of Pathload in an environ-
ment with power-saving routers whose behaviors are defined
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Figure 1. Network topology for simulation experiments
Table 1
PARAMETERS OF THE POWER-SAVING ROUTER
Parameter Variable Value
Maximum value of physical C 2000 Mbps,
link bandwidth mae 1000 Mbps, 100 Mbps
Number of steps N 10
for regulating physical bandwidth
Upper threshold of link utilization N 08
for increasing physical bandwidth “ )
Lower threshold of link utilization A 0.3
for decreasing physical bandwidth ! '
Averaging weight w 0.3
Length (?f the 1n.terva1. o - 100, 10, 5, 1 ms
for monitoring link utilization

in the previous section, by conducting simulation experi-
ments with the ns-2 network simulator [13]. We evaluate
both of the energy efficiency of the power-saving router and
the measurement accuracy of Pathload.

A. Simulation settings

Figure 1 depicts the network topology used in the simu-
lation experiments. We assume that a power-saving router
is connected to a tight link, which provides the narrowest
bandwidth along the network path between a sender and a
receiver. The maximum physical bandwidth of the tight link
is denoted as C,,, 4. Other links, labeled as normal links in
the figure, provide sufficiently wide physical link bandwidth
(twice as wide as the tight-link bandwidth). The propagation
delay of each link is 5 ms. Cross traffic which traverses the
tight link is generated from a cross traffic sender to a cross
traffic receiver. The load of the cross traffic is set to 10%
of Crnas-

With these settings, we use Pathload to measure the
available bandwidth between the sender and the receiver.
Table I summarizes other parameters of the power-saving
router, and the parameters for Pathload are shown in Table
II. The total time of each simulation experiment is 100 s.
We conduct a Pathload measurement every 10 s, starting
at 60 s, and cross traffic is injected from the beginning of
the simulation experiments. We set the initial value of the
physical link bandwidth of the power-saving router to Cy,qz-
Therefore, at the beginning of the simulation experiments,
the power-saving router gradually decreases its physical



Table 11
PARAMETERS OF PATHLOAD

Parameter Value
Probing packet size 1500 bytes
Number of packets included in a packet stream 25
Number of streams for determining the trend 3
Estimate resolution 1 Mbps
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Figure 2. Change in the utilization of the tight link

bandwidth according to the amount of cross traffic.

B. Behavior of the power-saving router

First, we focus on the impact of traffic generated by
Pathload during bandwidth probing on the physical band-
width of the power-saving router. We set C,,,4,, = 100 Mbps
and 7 = 100 ms, 10 ms, 5 ms and 1 ms. In Figs. 2 and 3, we
plot changes in the average link utilization and the physical
link bandwidth, respectively, as functions of the simulation
time.

These figures indicate that regardless of the value of T,
the physical link bandwidth and the link utilization converge
to 20 Mbps and 0.5, respectively, before Pathload starts the
measurement at 60 s. This results from the fact that the
power-saving router decreases its physical link bandwidth in
order to conserve power. In addition, Fig. 2 shows that the
link utilization temporarily increases when Pathload starts
measuring the available bandwidth. Specifically, the link uti-
lization increases largely when using small 7. Furthermore,
when 7 = 5 ms or 1 ms, the power-saving router increases
its physical link bandwidth when the measurement starts,
as seen in Fig. 3(c)(d). In particular, when 7 = 5 ms, the
physical link bandwidth increases to 30 Mbps even after the
end of the bandwidth measurement. These results clearly
demonstrate the adverse effect of bandwidth measurement
traffic on the energy efficiency of power-saving routers.
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Figure 3. Change in the physical bandwidth of the tight link
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Figure 4.  Effect of the maximum bandwidth of the tight link on the
utilization

This behavior of the power-saving router is due to the
Self-Loading Periodic Streams (SLoPS) algorithm com-
monly utilized by bandwidth measurement tools, including
Pathload. When bandwidth measurement is performed with
SLoPS, multiple packets are injected into the network to
fill the available/physical bandwidth at the bottleneck link.
This procedure increases the utilization of the tight link
bandwidth, which in turn causes the power-saving router
to increase its physical bandwidth. The differences in the
behavior of the router at different values of 7 are caused by
the algorithm utilized by Pathload, where the sender injects
multiple packet streams, each of which consists of multiple
packets, into the network at a certain intervals.

Next, we observe the behavior of the power-saving router
when 7 = 5 ms and the value of C,,,, is varied. In
Figs. 4 and 5, we show the changes in link utilization and
physical bandwidth of the power-saving router as functions
of the simulation time when C,,, is set to 2000 Mbps,
1000 Mbps and 100 Mbps. We can see from Fig. 4 that
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Figure 5.  Effect of the maximum bandwidth of the tight link on the
physical bandwidth

the change in link utilization becomes large when C, 4z
becomes small. In addition, from Fig. 5, we can observe
that although the power-saving router does not increase its
physical bandwidth during measurements when C),q, is
2000 Mbps or 1000 Mbps, it does when C', 4, = 100 Mbps.
This behavior of the power-saving router can be explained as
follows. First, Pathload sends probing packet streams along
the end-to-end network path at a rate that corresponds fairly
closely to the true available bandwidth. Second, since each
probing packet stream consists of a fixed number of packets
regardless of the rate at which streams are dispatched, in
order to fill the wider available bandwidth, Pathload sends
packet streams at shorter packet intervals, which strongly
affects the instantaneous link utilization. Such change in
link utilization causes the power-saving router to increase
its physical bandwidth, as shown in Fig. 5(c).

C. Measurement accuracy of Pathload

Here, we evaluate the measurement accuracy of Pathload
in the presence of a power-saving router. In Fig. 6(a), 6(b),
and 6(c), we show the results of measurements conducted
with Pathload when C),,, = 2000 Mbps, 1000 Mbps and
100 Mbps, respectively. We plot the available bandwidth
before the measurement together with the Pathload results
with error bars since it gives the measurement results as a
range of possible values for the available bandwidth.

Figure 6(a) and 6(b) shows that the measurement results
obtained with Pathload include the true available bandwidth.
This follows from the fact that the physical bandwidth does
not change when Pathload starts the measurement, as shown
in Fig. 5(a) and 5(b). However, Fig. 6(c) shows that the
results obtained with Pathload are far from the true available
bandwidth in the case of C,;,4, = 100 Mbps since the power-
saving router increased its physical link bandwidth due to
the measurement load caused by Pathload, as shown in Fig.
5(c). These results indicate that the behavior of the power-
saving router degrades the measurement accuracy for the
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Figure 6. Measurement results obtained with Pathload

end-to-end available bandwidth.

IV. PARAMETER SETTINGS OF PATHLOAD

In Section III, we indicated that Pathload is unable to
measure the available bandwidth accurately when the power-
saving router increases its physical bandwidth to accom-
modate the measurement load caused by Pathload, as well
as that changes in the physical bandwidth triggered by the
power-saving router degrade its energy efficiency. In this
section, we discuss parameter settings for Pathload which
ensure that the behavior of the power-saving router remains
unaffected. Note that the fundamental ideas in this section
can be applied to other measurement tools such as in [5, 6,
11].

A. Pathload algorithm

First, we explain the SLoPS measurement algorithm uti-
lized by Pathload. The sender sends packet streams to the
receiver at a certain rate, and as the receiver observes the
intervals at which packets in the streams arrive, it compares
the intervals with the corresponding sending intervals deter-
mined by the sender and estimates the available bandwidth.
Finally, the sender adjusts the sending rate of subsequent
packet streams according to the observation results provided
by the receiver. This cycle is repeated until the algorithm



obtains an estimate of the available bandwidth. The packet
streams sent in every cycle are referred to as a fleet.

Pathload maintains upper and lower bounds of possible
values for the available bandwidth of the end-to-end path and
updates these values according to the packet arrival intervals
observed by the receiver. We denote the upper bound and the
lower bound at the f th cycle as R,z (f) and Rpin(f). In
this case, the sender determines R(f), which is the sending
rate of a packet stream in the f th cycle, as follows.

R(f) _ Rmax(f) ‘2" Rmzn(f)
The initial value of R,,;,(0) is O bps, and Ry, (0) is
determined based on rough estimation of the upper bound
of the available bandwidth [14].

When R(f) and the packet size L are given, the sending
interval T'(f) of packets in packet streams in the fleet of the
f th cycle is calculated as follows.

&)

(6)

The length of the packet stream in the fleet of the f th cycle,
denoted as Vs (f), is represented as follows by using Eq. (6)
and K, which is the number of packets contained in each
packet stream.

Vs(f) = KT(f)
KL

- —= 0
R(f)

Note that Vs (f) represents the temporal length of a packet

stream in the f th cycle traversing the power-saving router.

B. Pathload parameter settings

Here, we discuss the parameter settings of Pathload which
ensure that the behavior of a power-saving router remains
unaffected. We assume that the power-saving router has
already configured its physical bandwidth according to the
current traffic load.

Using Egs. (3) and (4), the conditions for the power-saving
router to maintain its physical bandwidth are as follows.

Uit) = 1-w)U(t-1)+wu(?)
= w) (1—w) Fu(k)
k=1
< A (3)

We divide P(t), which is the amount of traffic observed at
the tight link, into P*(t) and P (t) as follows.

P(t) = PE(t) + PO(1) )

where P(t) indicates the amount of traffic caused by
Pathload while measuring the available bandwidth which
arrives at the tight link at the ¢ th time slot, and PC(¢) is

Vs(f) Vs(f)

to t1 - tj1
Tt«—» —

I packet

Figure 7.
interval

packet stream

<> : packet stream length from Pathload
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by power-saving router

Relationship between packet stream length and monitoring

the amount of cross traffic. By using Egs. (2), (3) and (9),
the average link utilization U (¢) can be rewritten as follows.

Ut) =

w Z 1-— (;t(;i) (10)

The first term in Eq. (10) represents traffic contributed by
Pathload while measuring the link utilization, and the second
term represents cross traffic. Assuming cross traffic arriving
at the tight link at a fixed rate R, Eq. (10) can be rewritten
as follows.

: PL(k) RS
wz (1—w —k (15()7? m (1)

In the following discussion, we assume 7 < Vg(f), in
other words, a utilization monitoring interval is shorter than
the length of the packet stream sent by Pathload since in
such cases the measurement traffic generated by Pathload
strongly influences the behavior of power-saving routers. For
simplicity, we assume Vg (f) = j7, where j is an integer
greater than one. The relationship between packet stream
length and monitoring interval is presented in Fig. 7, where
the power-saving router monitors the probing packet stream
for time slots g, t1, . .., t;—1. Since the arrival rate of packet
steams corresponds closely to the available bandwidth, the
link utilization increases considerably, particularly when the
packet stream spans multiple monitoring intervals of link
utilization, which are denoted as time slots tg, ..., t;_1 in
Fig. 7. In this situation, Eq. (8) can be rewritten based on Eq.
(11), assuming that the interval between two packet streams
is sufficiently large not to affect the calculation of average



link utilization in Eq. (3).

i—1
WSO eyt B RS

2 -0 5w
u (12)

Ultj-1) =
< A

Note that we can control only j to satisfy Eq. (12), which is
achieved by changing K (the number of packets contained
in the packet stream). Therefore, by configuring the number
of packets in each packer stream to satisfy Eq. (12), we
can prevent Pathload from affecting the behavior of power-
saving routers.

C. Verification

We verify the validity of Eq. (12) through comparison
with the simulation results in Figs. 2 and 3. Specifically,
we utilize Figs. 2(b)(c)(d) and 3(b)(c)(d) to assess Eq. (12)
because of the constraint of 7 < Vg(f). We assume the
highest rate of packet streams in the simulation, which is
16 Mbps. In this case, U(t) in Eq. (12) becomes 0.74, 0.88
and 1.07 when 7 is 10 ms, 5 ms and 1 ms, respectively. Since
Ay is 0.8, we expect an increase in the physical bandwidth
when 7 is set to 5 ms or 1 ms. Figure 3 confirms the
expectation that the physical bandwidth remains unchanged
only for 7 = 10 ms (Fig. 3(b)) while the physical bandwidth
increases when the measurement is started (Fig. 3(c) and
(d) with 7 = 5 ms and 1 ms, respectively). The above
results confirm the validity of Eq. (12) in terms of providing
the conditions where the energy efficiency of power-saving
routers remains unaffected.

V. CONCLUSION

In this paper, we evaluated the performance of Pathload in
a network environment with a power-saving router. Through
extensive simulation results, we confirmed that accurate
measurement results are difficult to obtain, particularly when
the interval for monitoring the link utilization of the power-
saving router is short and the physical bandwidth of the tight
link is narrow. We also obtained the parameter settings of
Pathload for which the behavior of the power-saving router
remains unaffected.

In future work, we plan to enhance the algorithm of
Pathload to accommodate power-saving routers by imple-
menting automatic parameter setting to avoid the adverse
effects of traffic generated by Pathload on the energy ef-
ficiency of power-saving routers. We also plan to evaluate
the performance of Pathload in a network environment with
power-saving routers and the energy efficiency of power-
saving routers more detailed.
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