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SUMMARY Robustness is one of the significant properties in wireless
sensor networks because sensor nodes and wireless links are subjected to
frequent failures. Once these failures occur, system performance falls into
critical condition due to increases in traffic and losses of connectivity and
reachability. Most of the existing studies on sensor networks, however, do
not conduct quantitative evaluation on robustness and do not discuss what
brings in robustness. In this paper, we define and evaluate robustness of
wireless sensor networks and show how to improve them. By computer
simulation, we show that receiver-initiated MAC protocols are more robust
than sender-initiated ones and a simple detour-routing algorithm has more
than tripled robustness than the simple minimum-hop routing algorithm.
key words: robustness, resilience, sensor network, simulation

1. Introduction

Recent advances in wireless and micro-electromechanical
technologies have directed considerable attention toward ad
hoc networks. Among ad hoc networks, wireless sensor net-
works are expected to be useful for a wide range of applica-
tions, since they have the ability to monitor a location with-
out the need for an infrastructure. However, wireless sensor
networks have critical technical problems that remain to be
solved. In particular, the robustness of sensor networks is of
significant concern because sensor nodes and wireless links
are subject to frequent failures. In wireless sensor networks,
sensor nodes fails due to harsh environmental conditions and
energy depletion [1].

Robustness is then the property of maintaining or re-
covering performance in the face of these uncertain envi-
ronmental variations, as illustrated in Fig. 1. These en-
vironmental variations entail changes of the route along
which data packets are delivered to the sink node, and these
route changes can lead to loss of end-to-end reachability
and heavy traffic load concentration. Without adequate ro-
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Fig. 1 Robust and non-robust systems.

bustness against environmental variations, once the network
conditions have been severely perturbed, system perfor-
mance can fall to critical levels. Numerous approaches have
been suggested to optimize sensor networks, but such ap-
proaches typically incur severe performance degradation af-
ter topological changes, since an ideal situation is assumed.
To tackle these problems, mechanisms that monitor network
conditions and leveraging the information on the network
have been found to be effective. Although various fault
tolerant techniques for wireless sensor networks were dis-
cussed by Paradis and Han [2], quantitative evaluation of
robustness in wireless sensor networks has been rarely ex-
amined.

In this paper, we separate robustness into two proper-
ties “robustness” and “resilience”, which “maintain” and to
“recover” performance in the face of uncertain environmen-
tal variations, respectively. Unless otherwise stated, we use
the word performance in referring to the packet delivery ra-
tio hereafter. We define these properties in a quantitatively
evaluable form. With regard to environmental variations,
we consider abrupt increases of traffic load, random failure
of sensor nodes, and failure of a sink node.

The contributions of this paper include the following.
First, we discuss how robustness and resilience are intro-
duced and improved in the media access control (MAC) and
network layers of a sensor system. For the MAC layer,
we focus on the difference between robustness of sender-
initiated and receiver-initiated MAC protocols. We show
that this difference is essentially between the hard-state and
soft-state [3], [4], and that the latter has higher robustness.
Moreover, we show that resilience in the MAC layer is ob-
tained from the adaptive setting of appropriate duty cycles.
For the network layer, we address two points for robustness
and resilience improvement: detour routing over a mesh net-
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work and management of routing tables. We demonstrate
that soft-state management of routing tables has greater re-
silience than the hard-state management, and that robustness
is enhanced by the existence of multiple candidates of next-
hop nodes over a mesh sensor network.

The rest of this paper is organized as follows. We de-
fine robustness and resilience quantitatively in Sect. 2. In
Sects. 3 and 4, we then discuss robustness in the MAC layer
and in the network layer, respectively. We present the simu-
lation results in Sect. 5, and we conclude the paper in Sect. 6.

2. Quantative Definitions of Robustness and Resilience

As stated in Sect. 1, we define robustness and resilience as
the properties that “maintain” and “recover” performance
in the face of unexpected environmental variations, respec-
tively. In this section, we intuitively propose quantitative ex-
pressions for robustness and resilience based on Fig. 1 and
discuss how to improve them.

Suppose that measures of network performance, such
as the packet delivery ratio, the average end-to-end delay, or
the total energy consumption, are linearly related to time.
Such assumptions are beyond question when a system is
operating ideally, and of course, when measurement results
between regular time intervals are constant. Explicitly, ro-
bustness is the property that reduces instability in those
constants immediately before and after variations, and re-
silience is the property with which that constant values are
recovered immediately after variation to the previous stable
values. Here, we define robustness and resilience according
to the following expressions:

Robustness =
|Cbefore −Cafter |

Cbefore

, (1)

Resilience = Trecovery − Tvariation, (2)

where Cbefore and Cafter are the short-time average perfor-
mance immediately before and after environmental varia-
tion, respectively; Tvariation is the time at which the envi-
ronmental variation occurs; and Trecovery is the R%-recovery
time after the variation (for constant R). Specifically,
Robustness is the relative change in performance immedi-
ately before and after a variation, and Resilience is the time
that elapses between the occurence of the variation and re-
covery of the performance to R% of that immediately before
the variation. Clearly, from these definitions, smaller values
of Robustness and Resilience imply greater robustness and
resilience of network performance.

In order for improvement of robustness, retransmission
mechanisms are of important. In the MAC layer, the one-
to-one message retransmission advances robustness of the
data delivery, and the network layer can enhance robust-
ness by utilizing alternative and detour paths. These mech-
anisms keep the packet delivery ratio stable and some time-
to-live (TTL) metrics curb a rapid increase of the delay time
and the energy consumption. In order to increase resilience,
mechanisms that monitor network conditions and operate

adaptively to the conditions are essential. In the MAC layer,
there exists an appropriate duty cycle by which high data de-
livery ratio and low energy consumption are attained. Great
resilience is obtained by setting a suitable duty cycle for a
node adaptively. Resilience in the network layer is acquired
by grasping exact route information, so highly-frequent ex-
changes of route information are indispensable factor.

3. Robustness and Resilience in MAC Layer Protocols

Considerable importance is placed on the energy efficiency
of MAC layer protocols in sensor networks [5], and many
duty-cycle MAC protocols have been proposed [6]–[13].
Therefore, we examine duty-cycle MAC protocols in this
paper. Power-saving operation in duty-cycle MAC proto-
cols is based on the fact that sleeping nodes consume signif-
icantly less energy than idling nodes [14]. However, since
nodes turn off their wireless interfaces, the nodes must con-
trol their wake-up timings in order to communicate with
other nodes. According to whether the sender or receiver
initiates communications, duty-cycle MAC protocols are re-
spectively classified into two types: sender-initiated [6]–
[10] and receiver-initiated MAC protocols [11]–[13]. In the
subsequent sections, we describe both sender-initiated and
receiver-initiated MAC protocols, and show that the differ-
ence between these two types is essentially between hard-
and soft-states. Furthermore, the “soft-state”, which is often
referred to in network protocol designs [15]–[18], is impor-
tant for robustness improvement.

3.1 Sender-Initiated MAC Protocols

B-MAC [7] is the basis of low power listening (LPL) pro-
tocols in which receiver nodes periodically probe the state
of the channel (Fig. 2(a)). Figure 2(a) presents an instance
where node 3 (the sender) is ready to send a data packet
to node 1 (the receiver). If the channel is idle, the receiver
returns to the sleep state after probing. In contrast, if the
channel is busy, preparations are made to be ready for data

Fig. 2 Sender-initiated MAC protocols.
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reception. After receiving intended data, node 1 returns an
acknowledgement (ACK) message. To activate the chan-
nel and initiate communication, the sender sends a contin-
uous preamble over a period of time that is longer than the
duty cycle. The sender then sends the data after sending the
preamble. A number of shortfalls are found in using this
protocol. As the duty cycle increases, each sender node oc-
cupies the channel for a longer period of time during pream-
ble transmission. Such occupation of the channel then in-
terferes with communication between neighboring nodes.
Moreover, preamble transmission from the sender consumes
the power of unrelated receivers, and is known as the over-
hearing problem.

X-MAC [8] (Fig. 2(b)) was designed to solve the over-
hearing problem of B-MAC. To prevent the sender preamble
in B-MAC from occupying the channel, X-MAC continu-
ously transmits short preambles to which the ID of a certain
receiver is appended. The receiver node then replies with an
early ACK when the appended ID corresponds to its own.
After receiving this early ACK, the sender transmits the data
packet and waits for the ACK of the data. Thus, receivers
that detect unrelated short preambles can resume their sleep
state soon after the end of data reception and the overhear-
ing problem generated in B-MAC by continuous preamble
transmission is solved.

3.2 Receiver-Initiated MAC Protocols

Intermittent receiver-driven data transmission (IRDT) [12]
is a receiver-initiated MAC protocol that was developed and
is actually used for products with meters [19]. IRDT com-
plies with the receiver initiated transmission (RIT) mode in
the IEEE draft 802.15.4e standards [20] and extends RIT,
giving greater energy efficiency and reliability. In our pre-
vious study [12], we clarified the performance of IRDT by
comparing this performance with that of the sender-initiated
MAC protocol, energy-aware adaptive LPL [9]. As shown
in Fig. 3(a), receivers that are ready to receive data trans-
mit small packets containing their ID in order to inform
the senders. A sender waits for an appropriate receiver’s
ID, and after acquiring this ID, the sender establishes a
link with the receiver by returning a send request (SREQ).
After getting a request acknowledgement (RACK) for the
SREQ, the sender then transmits the data packet and fin-
ishes communication following receipt of a data acknowl-
edgement (DACK). Another receiver-initiated Protocol is
the receiver-initiated MAC (RI-MAC) [11] which is a sim-
ple type of RIT. In RI-MAC, the sender transmits the
data packet immediately after receiving an appropriate ID
(Fig. 3(b)).

Two types of message collisions cause critical prob-
lems in receiver-initiated MAC protocols:

1. Periodical ID transmissions can interfere with other
nodes’ communication. To avoid these collisions,
receiver-initiated MAC protocols exploit channel clear
assessment before transmitting an ID, and a node ter-

Fig. 3 Receiver-initiated MAC protocols.

minates transmission of the ID if the channel condition
is busy.

2. When a receiver transmits its ID and multiple senders
possess data for the receiver, transmission from differ-
ent senders of multiple SREQs in IRDT or multiple
data packets in RI-MAC may result in collision. To
avoid these collisions, both RI-MAC and IRDT use col-
lision detection and exponential backoff.

3.3 Difference in Robustness and Resilience between
Sender-Initiated and Receiver-Initiated MAC Proto-
cols

In the previous section, we defined robustness and resilience
as those properties that maintain and recover performance
when environmental changes occur. Since the main role of
the MAC layer is one-to-one data communication, we do not
consider a node failure and a link failure. Instead, we con-
sider environmental changes due to sharp increases in traffic
load, which incur congestion and message collisions as we
mentioned in Sect. 1. For robustness and resilience to traffic
increases in the MAC layer, changes to the receiver’s con-
dition must be detected. To maintain performance, senders
should retransmit data packets only if the receiver’s normal
operation is confirmed, and this requires monitoring.

Although a retransmission mechanism is naturally ap-
plicable to both sender-initiated and receiver-initiated MAC
protocols as shown in Fig. 4, detecting changes in the re-
ceiver’s condition is nontrivial for sender-initiated MAC
protocols. To monitor the receiver’s condition, a sender
must transmit messages to the receiver in sender-initiated
MAC protocols; however, when no response is given by the
receiver, the sender cannot distinguish between failure of
the receiver and failure of message reception. Conversely,
in receiver-initiated MAC protocols, the receiver periodi-
cally transmits its ID and shows evidence of its existence.
If a sender waiting for a particular receiver’s ID does not
receive this ID for a period of one or more duty cycles, the
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Fig. 4 Retransmission-procedure examples.

sender conjectures that the receiver has failed or — since the
receiver does not transmit an ID when its buffer is full —
is congested. Eventually, senders in sender-initiated MAC
protocols must retransmit data packets repeatedly until they
achieve success, since they cannot know the receiver’s con-
dition. In receiver-initiated MAC protocols, senders will re-
transmit data if they receive the receiver’s ID, and senders
will discard their data packets if they do not receive this ID
for a period of one or more duty cycles.

This procedure in receiver-initiated MAC protocols is
similar to soft-state protocols. In soft-state protocols, pe-
riodical refresh messages are used, and a node that receives
an intended refresh message maintains its state for as long as
such refresh messages arrive. When the node cannot receive
a refresh message within a given time period, it returns to its
default state. As Lui et al. [3] stressed, soft-state protocols
are highly robust to unanticipated fluctuations. In contrast,
because senders cannot get information about a receiver’s
condition in sender-initiated MAC protocols, senders con-
tinue to transmit preambles as if the receivers were operat-
ing normally, similar to hard-state protocols.

To improve resilience, MAC protocols must detect con-
gestion and select an appropriate duty cycle. Neverthe-
less, sender-initiated MAC protocols cannot distinguish in-
terference from traffic congestion, and so we do not dis-
cuss their resilience in this paper. In receiver-initiated MAC
protocols, receivers perceive network congestions when bit
errors (most likely caused by collisions) are detected in
SREQ messages or in data packets received immediately
after transmitting ID messages. In such circumstances, re-
ceivers increase their duty cycles; otherwise, receivers de-
crease their duty cycles or leave them unchanged.

4. Robustness and Resilience in Network Layer Proto-
cols

Here, our focus is on robustness and resilience to route
changes induced by severe environmental changes. To en-
sure robustness and resilience to route changes caused by
node failure or energy depletion, both connectivity assur-
ance between adjacent nodes and reachability confidence
from sensor nodes to the sink node are required. To maintain
performance when node failure occurs, aggressive use of de-
tours and alternate routes is shown to be useful. In more se-

Fig. 5 Simple network model.

Fig. 6 Routing tables of node 2 in Fig. 5.

vere cases, such as failure of the destination node, data sent
from sensor nodes cannot be correctly collected and the per-
formance of the system eventually degrades. Here, the quick
response of routing tables is indispensable for resilience. In
this section, we demonstrate the robustness resulting from
multipath detour routing over a mesh network and the re-
silience resulting from soft-state management of routing ta-
bles.

4.1 Management of Routing Tables for A Simple Distance
Vector Routing

We adopt a simple distance vector routing (DVR) to pro-
vide a definite discussion of the routing table management.
In DVR, all nodes have routing and distance matrix tables
such that the distance to any node in the network can be cal-
culated. DVR then performs periodic updates where each
node sends its routing table to its neighbors. In our sim-
ple DVR, the distance metric is the number of hop counts.
Therefore, a node’s routing table contains its hop counts to
all nodes in the network, and by exchanging this routing ta-
ble with their neighbors, each node can create their “hop
matrix table” (distance table).

To begin, we explain the routing tables. In follow-
ing description, we use the simple network model shown in
Fig. 5. We refer to the node with a unique ID k as node k, and
we define H(m, n) as the hop count from node m to node n.
Initially, node n registers in the routing table that H(n, n)
is zero. When node n receives any type of message (e.g.,
a HELLO message or messages in MAC layer) sent from
node m, node n registers on its routing table that H(m, n)
is one; that is, node n refers to node m as a neighboring
node. To calculate the minimum hop counts for nodes with
distances greater than one hop away, each node must itera-
tively exchange its routing table with its neighboring nodes.
This table exchange is performed with constant period, Ti.
All routing tables are given a table sequence number (TSN)
that is used to determine whether to exchange routing tables,
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Fig. 7 Hop matrix table of node 2 in Fig. 5.

and TSN is incremented when the node’s routing table is up-
dated. Figure 6(a) shows an example of the routing table of
node 2 in which the minimum numbers of hop counts from
node 2 to all nodes have been registered. This table is cal-
culated using routing tables of node 2’s neighbors, as shown
in Fig. 6(b).

Each node’s corresponding hop matrix table (denoted
M) is then represented by an N × N matrix (Fig. 7), where
N is the number of nodes in the network. Here, we define
ri j as the element in row i and column j of M such that i
corresponds to the receiver node ID and j to the destination
node ID. Each ri j is assigned an integer value that indicates
the type of relays to destination node i by way of receiver
node j as follows. Given sender node n whose destination
is node i, if node n receives an ID from node j, node n com-
pares H(n, i) in its routing table with H( j, i) in the routing
table received from node j. If H(n, i) − H( j, i) = 1, then
node n sets ri j to equal to one. If H(n, i) − H( j, i) = 0, then
ri j is set equal to two, and if H(n, i) − H( j, i) = −1, then
ri j is set equal to three. Otherwise, node j is not a neigh-
bor of node n and ri j is set to zero. In addition, we define
“forward”, “sideward”, and “backward” nodes. For node n
with destination node i, if ri j is one, then node j is a forward
node. In a similar manner, if ri j is two, then node j is a side-
ward node; if ri j is three, then node j is a backward node;
and if ri j is zero, then node j is a non-neighboring node. An
example of the hop matrix table of node 2 in the five node
network shown in Fig. 5 is given in Fig. 7. The elements
in this hop matrix table are calculated based on the routing
tables shown in Fig. 6.

4.2 Detour Routing over a Mesh Network

Many studies have been conducted on routing protocols in
wireless sensor networks [21]. The majority of these stud-
ies use single-path routing algorithms in which all nodes
forward data to a single predetermined node according to
a metric such as energy efficiency. However, in the case of a
link error or node failure, controlling detours and alternative
routes is considered to be effective [22]. To examine the ro-
bustness of networks, we assume a multihop wireless mesh
sensor network and a hop-by-hop routing algorithm. In our
single-path routing, each node forwards data packets to one
of the forward nodes registered in its hop matrix table. To
explain our routing procedure, we define the “routing func-
tion”.

A routing function is a logic function that determines

Fig. 8 Flowchart of routing function.

the transmission of a data packet. The flowchart of an ex-
ample routing function is shown in Fig. 8. The function in
this figure assumes a routing based on a minimum hop rout-
ing, where detours occur when a “sideward-relay condition”
is satisfied. Thus, alternative routes exists in minimum hop
routing, and a detour is employed by selecting a sideward
node as the next hop. An example sideward-relay condition
is that “true” is returned when a node fails to transmit a data
packet to all of its forward nodes. Note that we append a
TTL value in each data packet to prevent the sideward re-
lays from causing a routing loop.

4.3 Connectivity and Reachability Management

Next, we present soft-state management of routing tables to
improve resilience. Soft-state management, which is used
for neighbor relationships and routing tables, is briefly de-
scribed as follows. If node i does not receive a message from
node j during a specified time period, then node i sets H(i, j)
to a default value (e.g. a maximum value of the integer vari-
able), removes the routing table received from node j, and
recalculates its own hop matrix table.

Under DVR, each node has a routing table in which
the hop counts are registered from all nodes in the network.
When node i receives a message from node j, node i reg-
isters that H(i, j) is in its routing table, and we call this a
neighbor relationship. Neighbor relationships in a node’s
routing table can thus be maintained by probing a message.
To manage the relationships, we add a time stamp to each
item in a routing table. Each node waits for a message for
length of time Tp every Ti, and when the node gets a mes-
sage during Tp, it updates the time stamp that corresponds
to the sender of the message to the current time (in this pa-
per, Tp is always set to the same value as the duty cycle).
This procedure is similar to sender-initiated MAC protocols,
which periodically probe the wireless channel. To main-
tain neighbor relationships in sender-initiated MAC proto-
cols, a node periodically broadcasts data packets contain-
ing its routing table to its neighboring nodes. Moreover,
in receiver-initiated MAC protocols, a node has to period-
ically broadcast its routing table, since it probes for an ID
to transmit data packets. Therefore, by adding a TSN into
an ID message or a short preamble, a receiver can inform
the sender whether it requires the routing table identified by
the TSN. If the receiver does not need the routing table, it
does not transmit an SREQ message, data packet, or data
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required (DREQ) message. Since strong dependence on
past conditions prevents quick responses to sudden changes,
when a node does not receive a message from a neighbor
within nTi (where n is constant), the node sets the hop count
associated with the former neighbor to infinity, and we call
this soft-state connectivity management. After sampling,
the node recalculates its routing table by using the tables
received from its neighbors.

Receiving routing tables from neighboring nodes is
necessary for each node to complete its own routing and hop
matrix tables. Here, we also introduce a soft-state manage-
ment into routing tables. To this end, we add time stamps to
the routing tables in addition to the management of neighbor
relationships. When a node does not receive a message from
a neighbor within Ti, the node deletes the neighbor’s rout-
ing table. This soft-state management of routing tables thus
maintains the reachability of a node to its destination. Note
that the management of neighbor relationships and routing
tables are done simultaneously.

5. Simulation Results

We evaluate robustness and resilience in the MAC and net-
work layers by using an event-driven simulator written in
visual C++, where all results are averaged over 300-time
simulations. We employ the disk model of communica-
tion between nodes, in which the strength of the radio sig-
nals does not deteriorate, and — unless packet collisions oc-
cur — a transmitted packet is assumed to be received by
nodes within the communication range. In addition, our
evaluation is made on safe side; if a collision with other
messages occurs while a message is being received, the mes-
sages are simply discarded. The parameters in our simula-
tion are set to the values shown in Table 1.

5.1 Robustness of the MAC Layer

Since the main function of the MAC layer is one-to-one data
communication, we take into no consideration of a node
and link failures. Our evaluations are on robustness and re-
silience against message loss caused by interferences and
message collisions. We examine the packet delivery ratio
in the case where 30 sensor nodes generate data packets ac-
cording to Poisson process (with λ = 0.003) and data is
sent to a single sink node. At the same time, we examine
the effects on the total energy consumption of improving

Table 1 Parameter settings.

Parameter Value
Transmission speed 100 kbps
Communication range 100 m
Duty cycle 1.0 s
Current consumption (TX) 20 mA
Current consumption (RX) 25 mA
Current consumption (SLEEP) 0 mA
Message size (ID, SREQ, DREQ) 24 Byte
Message size (RACK, DACK, ACK) 22 Byte
Packet size (DATA) 128 Byte

robustness on the packet delivery ratio. We assume a star
network topology in which sensor nodes are deployed with
equal angles in a circular pattern. The sink node is then at
the center of this circle. The radius of the circle is equal
to the communication range, and therefore severe interfer-
ence can occur and many hidden nodes exist in the network.
To evaluate the robustness and resilience of the network, at
3000 s in the simulation, extra 30 sensor nodes are added.
Here, the scheduled timer for discarding data (Td) is set to
2.0 s or 10 s. In the sender-initiated MAC protocols, when a
sensor node cannot complete communication with the sink
node within Td, the node drops its data packet. However, in
the receiver-initiated MAC protocols, a sensor node retains
its data packet as long as an ID from the sink node can be
obtained every Td.

Figures 9 and 10 show the packet delivery ratio and
energy consumption for each 100 s of the two receiver-
initiated MAC protocols (IRDT and RI-MAC) and two
sender-initiated MAC protocols (B-MAC and X-MAC). Ex-
cept for B-MAC, the packet delivery ratios and energy con-
sumptions of the MAC protocols are not considerably dif-
ferent to each other before 3000 s. In contrast, after the ad-
dition of extra nodes, the packet delivery ratio of B-MAC
and X-MAC decrease greatly due to message collisions, but
the receiver-initiated MAC protocols show good robustness.
This is essentially due to the receiver’s link-establishment
procedure in the receiver-initiated protocols. In sender-
initiated asynchronous MAC protocols, since data transmis-
sion is initiated at an arbitrary timing, message collisions

Fig. 9 Robustness of a packet delivery ratio in the MAC layer.
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Fig. 10 Robustness of energy consumption in the MAC layer.

Table 2 Robustness of MAC layer protocols.

Protocol
Packet delivery ratio Energy consumption
Td=2.0 s Td=10 s Td=2.0 s Td=10 s

IRDT 0.104 0.018 1.381 1.856
RI-MAC 0.123 0.094 0.106 0.122
B-MAC 0.536 0.539 0.415 0.007
X-MAC 0.239 0.507 0.660 2.547

are essentially inevitable, especially when there are many
senders. Meanwhile, in receiver-initiated MAC protocols,
since data transmission is conducted after a receiver’s ID
transmission, message collisions can be avoided in some
way. As above-mentioned, RI-MAC and IRDT utilize ex-
ponential backoff algorithm to establish a link between a
sender and a receiver. In terms of energy consumption, we
cannot easily compare the robustness among the four MAC
protocols since their packet delivery ratios are different. By
definition, B-MAC with Td of 10 s has the most robust en-
ergy consumption but it consumes much more energy. RI-
MAC is more robust on average due to our use of the bi-
nary exponential backoff mechanism of carrier sense mul-
tiple access with collision avoidance for data transmission.
After several backoff trials, a sender drops its data packet
in RI-MAC, which reduces congestion. The Robustness
values of the MAC protocols, the relative change of 100-
second average performance before and after variations de-
fined in Sect. 2, are listed in Table 2. This shows receiver-
initiated MAC protocols have about twice robustness of
sender-initiated ones.

Fig. 11 Resilience of IRDT.

5.2 Resilience of the MAC Layer

As discussed in Sect. 3.3, we examine resilience of the
receiver-initiated MAC protocols. Particularly, IRDT is
evaluated using a similar simulation to that for the robust-
ness measurements. However, here, λ = 0.005 in Poisson
process and Td is fixed to 2.0 s. To improve resilience, when
the sink node (receiver node) detect congestion, its duty cy-
cle is changed every 50 s, 100 s, 500 s, or 1000 s. Specifi-
cally, during this interval, if the rate exceeds 0.05 at the sink
node that a collision is detected immediately after transmit-
ting an ID, the sink node decreases its duty cycle by 0.2 s.
Conversely, if the rate at the sink node is below 0.02, the sink
node increases its duty cycle by 0.2 s. In all other cases, the
sink node does not change its duty cycle.

Figure 11 shows the packet delivery ratio and energy
consumption of IRDT for each 100 s and the associated
Resilience values are listed in Table 3 (where R described
in Sect. 2 is 98[%]). From the simulation results, a short
interval for changing the duty cycle increases the resilience
of the network performance. Note that after node additions,
not only the packet delivery ratio, but also the energy con-
sumption shows better performance due to the selection of
an appropriate duty cycle.

5.3 Robustness of the Network Layer

Unlike the MAC layer, link and node failures increasingly
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Table 3 Resilience (98% recovery) of the receiver-initiated MAC
protocol, IRDT.

Duty-cycle change interval (s)
50 100 500 1000

Packet delivery ratio 200 300 700 1200
Energy consumption 300 500 1200 2100

Fig. 12 An example of network model in which 100 sensor nodes and 2
sink nodes are deployed over a 450 m × 450 m square field.

pose severe problems rather than individual link congestion
in the network layer. In this section, we evaluate the robust-
ness and resilience to node failures and we investigate the
Robustness and Resilience (R is 90[%]) values of the packet
delivery ratio and the energy consumption. Two types of
node failures are considered for evaluation: 20 randomly
selected sensor nodes fail or one of the sink nodes (denoted
by a failed sink) breaks down. Both of these events occur at
1000 s in the simulation.

As shown in Fig. 12, we use a network model in a
square (450 m × 450 m) area to conduct our evaluation. One
hundred sensor nodes, represented by circles, are randomly
deployed within this area and two sink nodes, represented
by squares, are positioned in the bottom left and top right
corner of the network. Each sensor node generates data
packets according to Poisson process with λ = 0.003 and
these packets are sent to the nearest sink node by multihop
relay. In our evaluation for robustness and resilience of the
network layer, we use IRDT as a MAC layer protocol. The
simulation commences after an initializing phase in which
each node exchanges its routing table with its neighboring
nodes and the simulation ends after 8000 s.

In order to investigate robustness itself, all nodes do not
exchange routing tables after initializing phase, but utilize
alternative and detour paths. The sideward-relay condition
used for detour routing is that the sender returns an SREQ
message with a fixed probability (0%, 10%, 20%). The ro-
bustness of the packet delivery ratio is shown in Fig. 13, in
which multiple nodes fail at 1000 s. After the failure, the
packet delivery ratio falls when nodes do not use sideward
relays. However, note that after random node failures, more
than 80% of the data packets are still delivered correctly be-
cause each node with a failed forward node can use alter-
native forward nodes. With sideward relays, the packet de-
livery ratio after the random failures does not considerably
decrease, because each node can use a detour by controlling
sideward relays. Therefore, the influence of multiple node
failure is small in such cases.

Fig. 13 Robustness of packet delivery ratio in the network layer.

In our detour routing, TTL plays a crucial role. Fig-
ure 13(a) demonstrates that the use of sideward relays de-
grades the packet delivery ratio. Degradation occurs be-
cause once a node transmits a data packet to a sideward
node, the data packet cannot reach either sink node since
TTL is set to be the same value as the hop count from the
nearest sink node. However, if we set TTL equal to three-
fold of the hop count from the nearest sink node, over 90%
of the data packets reach the sink nodes (Fig. 13(b)). For
the energy consumption, the use of sideward relays intu-
itively expected to increase the total energy consumption,
since the total hop count is increased. However, Fig. 14(a)
shows the opposite result. The main reason for this contra-
diction is that the use of sideward relays reduces the time
for idle listening of a sender node waiting for an ID from
receivers. This idle listening is a dominant factor of energy
consumption because the idle-listening time (100 millisec-
onds to seconds) is much longer than the time for message
transmissions (milliseconds). When TTL becomes zero at a
relay node (not the sink node), the data is discarded with-
out idle listening. Therefore, in case TTL equals to the hop
count, sideward relays shorten the time for idle listening.
Conversely, in case TTL equals to threefold the hop count,
energy consumption increases due to repeated sideward re-
lays. However, 20% sideward relays consume less energy
than 10% sideward relays as shown in Fig. 14(b) because the
idle-listening time of a sender gets shorter as the number of
multiple receiver candidates increases.

Robustness values in the network layer is listed in Ta-
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Fig. 14 Robustness of energy consumption in the network layer.

Table 4 Robustness of network layer.

TTL
Packet delivery ratio Energy consumption
0% 10% 20% 0% 10% 20%

Hop count
0.178

0.080 0.001
0.192

0.067 0.020
3(Hop count) 0.055 0.035 0.102 0.036

ble 4 and a more positive use of sideward relays increases
the performance robustness. Thus, our detour-routing al-
gorithm has more than tripled robustness than the sim-
ple minimum-hop routing algorithm which use alternative
paths.

5.4 Resilience of the Network Layer

Finally we investigate resilience to the sink-node (destina-
tion-node) failure. In general, since the refresh interval is
smaller in a soft-state system, the system has greater flexi-
bility to deal with environmental changes. Namely, with a
smaller value of Ti (as described in Sect. 4.3), the network
is increasingly resilient to environmental changes. More-
over, shorter Ti potentially leads to a larger overhead energy
consumption. Thus, we change Ti (where n is fixed to 3)
and evaluate the resilience. Note that all nodes only select a
forward node for evaluation on resilience.

The accuracy of each node’s routing table is highly sig-
nificant in the case of sink-node failure. If a node selects
the failed sink as a destination, a transmitted data packet
wanders around the sink and cannot reach a sink node. As
shown in Fig. 15, the packet collection ratio decreases to less

Fig. 15 Resilience of the network layer.

Table 5 Resilience (90% recovery) of the network layer.

Table exchange interval (Ti[s])
30 50 100 1000

Packet delivery ratio 1000 1600 3100 over 8000
Energy consumption 200 500 1000 over 8000

than 50% right after the sink failure, because about half of
the sensor nodes send data destined for the failed sink. The
packet delivery ratio rapidly recovers with shorter Ti, but it
does not recover completely because the traffic load of the
unfailed sink node gets approximately double. Note that the
energy consumption is also recovers after the failure due to
the accurate route information. Resilience values when Ti

is 30 s, 50 s, 100 s, or 1000 s are listed in Table 5. Although
the recovery speed is considerably shorter when Ti is 30 s
compared when with the other results, its packet delivery
ratio before sink-node failure is lowest due to the overhead
of table exchanges.

6. Conclusion

In this paper, we quantitatively define robustness and re-
silience in wireless sensor networks and evaluate them. We
also discuss what brings in robustness and resilience and
how improve them in the MAC layer and the network layer.
Through the computer simulation experiments, we verified
that receiver-initiated MAC protocols are compatible with
the soft-state mechanism and they are more robust than
sender-initiated MAC protocols and we show that adaptive
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settings of duty cycles achieve good resilience in the MAC
layer. As for the network layer, we present leveraging al-
ternative and detour paths bears robustness against random
node failures. Monitoring network conditions and highly-
frequent exchanges of the monitored information yield great
resilience. Especially, the robustness and resilience in the
network layer may be able to expect the energy-saving ef-
fect. Our study supports to design robust and resilient wire-
less sensor networks.
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