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Abstract—The available bandwidth on an end-to-end network
path is an important metric for detecting network congestion,
adapting transmission rate, configuring paths and topologies on
overlay networks, and so on. The existing available bandwidth
measurement techniques aimed only at knowing available band-
width of the bottleneck part on the path and most of them do not
specify where is the bottleneck, and they do not measure available
bandwidth of each part of the path separately. Also, they can not
measure available bandwidth of multiple parts on the path. In
this paper, we propose a simultaneous measurement method of
available bandwidth of multiple parts on an end-to-end network
path. The proposed method estimates the available bandwidth
based on changes in packet sending and arrival intervals under
the situation where intermediate routers on the path can record
time on incoming packets as a timestamps. We present extensive
simulation results of the proposed method and confirm that it can
accurately measure available bandwidth of each part on the path
even when the available bandwidth of the sender-side network is
smaller than that of the receiver-side network.

Index Terms—available bandwidth, network measurement,
SLoPS, timestamp

I. INTRODUCTION

The amount of the Internet traffic is rapidly increasing [1]
due to recent wide spread of IP-reachable networked devices
including smartphones, tablets, and laptop PCs. Also, various
technologies for access and backbone networks are emerging,
that makes the structure of the Internet more complex and
heterogeneous. In such environment, bandwidth-related infor-
mations on an end-to-end network path is quite important
for assuring the quality of network applications. Especially,
the available bandwidth on an end-to-end network path is an
important metric for detecting network congestion, adapting
transmission rate, configuring paths [2] and topologies on
overlay networks [3], and so on. On the other hand, the
available bandwidth largely fluctuates [4] due to various
network factors such as congestion. However, due to the
current protocol structure of the Internet, applications on an
endhost can not be explicitly notified of bandwidth-related
information from the network. Therefore, it is important to
obtain bandwidth-related information on end-to-end network
paths [5] by conducting measurements at endhosts.

The available bandwidth on an end-to-end network path
is determined by a bottleneck part, which has the smallest

available bandwidth of the path. Existing tools for measuring
available bandwidth of an end-to-end network path can obtain
a value of available bandwidth at bottleneck part, but it can not
determine where is the bottleneck part on the path except a tool
pathneck [6], which specify the bottleneck part on the path.
Also, they do not measure available bandwidth of each part
of the path separately, while knowing the bottleneck location
may enhance the quality of network applications. For example,
assume that an end-to-end network path consists of a wireless
network part and a wired network part and a sender-side
endhost connects to the wireless network. Generally, wireless
networks have higher bit error rate than wired networks.
When we can obtain which part of the path is a bandwidth
bottleneck and the bottleneck locates at the wired network,
the sender-side endhost can configure the data rate of the
wireless network to lower bit rate with smaller bit error rate,
that enhances the quality of the network application. Such
operations become available only when we obtain the available
bandwidth information of both wireless network and wired
network simultaneously. However, according to the authors’
knowledge, there is no previous research on such end-to-end
measurements of available bandwidth of multiple parts of the
network path.

In this paper, we propose a simultaneous measurement
method of available bandwidth of multiple parts on an end-to-
end network path. The proposed method estimates available
bandwidth based on the assumption that some of intermediate
routers on the path can record time on packets as timestamps.
We devide the end-to-end path into multiple parts by such
intermediate routers and estimate the available bandwidth of
each part of the path simultaneously, by observing intervals
of incoming and outgoing packets on each network. For
the estimation of available bandwidth we construct a simple
but effective mathematical model of the relations between
incoming and outgoing rates of packets.

To evaluate the performance of the proposed method, we
conduct simulation experiments using ns-2 [7]. We evaluate
the accuracy of the proposed method in various bandwidth
settings including situations where the available bandwidth of
the sender-side network is smaller than that of the receiver-side



network.
The rest of this paper is organized as follows. Section II

explains a principle of available bandwidth measurement based
on the existing method. Section III proposes a simultaneous
measurement method of the available bandwidth at multiple
parts on an end-to-end network path. In Section IV we
evaluate the measurement accuracy of the proposal method by
simulation experiments. We conclude this paper and indicate
future work in Section V.

II. PRINCIPLE OF END-TO-END MEASUREMENT OF
AVAILABLE BANDWIDTH

In this section, we explain a basic principle of measure-
ment of the available bandwidth on an end-to-end network
path. There are many existing tools for measuring end-to-
end available bandwidth such as Cprobe [8], Pathload [9],
pathChirp [10]. In these methods, a sender generates probe
packets and sends them to a receiver at a certain rate. The
receiver observes arrival intervals of probe packets, and de-
termines whether or not sending rate of probe packets from
the sender is larger than the available bandwidth of the path
between the sender and receiver, by comparing sending and
arrival intervals of the probe packets. Many of existing tools
repeats this behavior with various sending rate to determine the
available bandwidth accurately. In what follows in this section
we briefly explain the mathematical background of the above
method.

A. Network Model and Definitions

We assume that a path between a sender and a receiver
is already determined and is not varied. Figure 1 depicts the
network model in this section. The path consists of H links,
and each of which is denoted as link i (1 ≤ i ≤ H). The
physical bandwidth of the link i is denoted as Ci, and the
available bandwidth of link i is Ai. The physical bandwidth C
on an end-to-end network path is equal to that of the narrowest
link, and it is represented as follows.

C ≡ min
i=1...H

Ci (1)

The average bandwidth untilization of link i at time t is
denoted as ui(t). Then, the available bandwidth of link i at
time t is represented as follows.

Ai(t) ≡ Ci(1− ui(t)) (2)

The available bandwidth on an end-to-end network path is
equal to that of the link which has smallest available band-
width. Thus, the available bandwidth on an end-to-end network
path at time t is represented as follows.

A(t) ≡ min
i=1...H

Ci(1− ui(t)) (3)

B. Available Bandwidth Measurement

We next explain a principle of available bandwidth on an
end-to-end network path. It exploits the relationships between
one-way delay from the sender to the receiver and sending
arrival intervals of probe packets.

Fig. 1. Network model

Fig. 2. Network model for measuring method of multiple parts on the path

The sender sends a sequence of K probe packets to the
receiver. The sending time of k th (1 ≤ k ≤ K) probe packet
from the sender is denoted as tk, and the arrival time of the
packet at the receiver is denoted as t′k. The one-way delay of
k th probe packet is represented as Dk = t′k − tk. We focus
on the difference between k th and (k+1) th one-way delays
as follows.

∆Dk = Dk+1 −Dk

= (t′k+1 − tk+1)− (t′k − tk)

= (t′k+1 − t′k)− (tk+1 − tk)

= ∆t′k −∆tk (4)

∆t′k in Equation (4) is an arrival interval of k th and (k+1) th
probe packets at the receiver, and ∆tk is a sending interval
of the corresponding packets. When the sending rate of probe
packets is larger than the available bandwidth, the value of
Equation (4) becomes positive since arrival intervals becomes
larger than the sending intervals. On the other hand, when
the sending rate at the sender is equal to or smaller than
the available bandwidth, the value of Equation (4) is roughly
equal to 0 since we can expect the interval of packets remains
unchanged when passing through the network. Note that we
do not require the synchronization of clocks at senders and
receivers to evaluate Equation (4), while the measurement of
one-way delay requires it.

Therefore, by sending probe packets at a certain rate and
observing their arrival at the receiver, we can determine
whether the sending rate is larger than available bandwidth or
not. Thus, repeating these operations enables the estimation of
available bandwidth on an end-to-end network path.

III. PROPOSED METHOD

In this section, we propose a simultaneous measurement
method of multiple parts on an end-to-end network path by
extending the principle described in Section II.

We assume that a network path between a sender to a
receiver is divided into multiple parts by intermediate routers,
as depicted in Figure 2. Each part of the path is called as
j th network section. The physical bandwidth of j th network
section is denoted as C(j), and the available bandwidth
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Fig. 3. Network model for simulation experiments

is denoted as A(j). We focus on measuring the available
bandwidth for all network sections by using probe packets
sent from the sender to the receiver.

A. Possibility of Simultaneous Measurement

Measuring available bandwidth of a single network section
can be conducted by injecting probe packets into the network
section with various rates, that should be both larger and
smaller than the actual available bandwidth of the network
section. When all of the injecting rates of all probe packets
is smaller than the actual available bandwidth, we can not
measure the available bandwidth accurately. Therefore, to
measure the avaialble bandwidth of all network sections on
the path, one can consider the following condition needs to be
satisfied.

min
1≤k<j

A(k) > A(j) (1 ≤ j ≤ N − 1) (5)

Equation (5) means that measuring available bandwidth is
impossible when the available bandwidth of j th network
section is smaller than that of (j+1) th network section. This
is inspired by the expectation that the rate at which probing
packets going out of a certain network section would be equal
to or smaller than the available bandwidth of the section.
However, when the probing packets are injected at enough
high rate, the outgoing rate would become larger than the
actual available bandwidth of the network section [11]. This
means that there is a possibility of measuring the available
bandwidth of network sections even when Equation (5) is
not satisfied. In what follows, we validate the possibility by
simulation experiments using ns-2.

Figure 3 shows the network model used in the simulation
experiments. The propagation delay of the link between n4
and n5 (we call it the first link) and that between n5 and
n6 (the second link) is 50 [ms]. Other links have 5 [ms]
delay. The physical bandwidth of all links in the network is
100 [Mbps]. Background traffic is sent from node n1 to node
n8 via nodes n4 and n5 at X1 [Mbps]. Another background
traffic is sent from node n7 to node n3 via node n5 and n6
at X2 [Mbps]. Therefore, the available bandwidth of the first
link is (100 − X1) [Mbps], and that between n5 and n6 is
(100−X2) [Mbps]. The background traffic is constructed from
UDP packets whose sending intervals follows the exponential
distribution with designated mean value. Probe packets are sent

form node n0 to node n7 via nodes n4, n5, and n6, traversing
the first and second links. The intervals of probe packets sent
from node n0 is varied from 0.0001 [s] to 0.002 [s] in units
of 0.00001 [s], which corresponds to the rate from 6 [Mbps]
to 120 [Mbps]. The number of probe packets send at a time
is K0. The probe packet size is set to 1000 [Bytes] and the
packet size of background traffic is set to 1500 [Bytes]. Under
this settings, we observe incoming and outgoing rates of probe
packets at the second link. We utilize the average rate of K0

probe packets as the incoming and outgoing rates.
Figures 4, 5, and 6 show the simulation results, where we

plot the relationship between incoming and outgoing rates of
probe packets at the second link when K0 = 2, 6, and 10.
Figure 4 plots the results when X1 = 30 and X2 = 70. In the
case, the actual value of the available bandwidth at the second
link is 70 [Mbps], which is larger than that of the first link
(30 [Mbps]) and Equation (5) is satisfied. Therefore, we expect
the available bandwidth measurement of second link can be
done easily. This can be confirmed by Figure 4 where the
incoming rate varies from small values to large values close
to 100 [Mbps], and that when the incoming rate is large, the
outgoing rate becomes smaller than the incoming rate.

Figure 5 show the case where X1 = 50 and X2 = 40.
Since the actual available bandwidth of the first and second
links are X1 = 50 and X2 = 60, respectively, Equation (5)
is not satified. However, we can observe from Figure 5 that a
significant portion of probe packets are injected into the second
link at rate higher than 50 [Mbps], regardless of the value of
K0. Also, when the incoming rate is high, the outgoing rate
of probe packets tends to become smaller than the incoming
rate, especially with larger K0. These results means that
we can utilize the principle described in Subsection II-B to
measure the available bandwidth of the second link, whereas
Equation (5) is not satisfied. In Figure 6, we plot the results
when X1 = 50 and X2 = 30, where the actual available
bandwidths of the first and second links are 50 [Mbps] and
70 [Mbps], respectively. We can observe the similar tendency
to Figure 5 and we can expect that the measurement of the
second link is possible. However, the upper limit of incoming
rate is a little smaller than that in Figure 5 especially with large
value of K0, that may degrade the measurement accuracy of
the second link. This is because the actual available bandwidth
of the first link is 50 [Mbps], which is quite small compared
with physical bandwidth (100 [Mbps]).

We next focus on the effect of K0. In the case of small K0

(Figures 4(a), 5(a), and 6(a)), we can not observe the stable
relationship between incoming and outgoing rates of probe
packets. On the other hand, too large value of K0 would results
in that incoming and outgoing rates are smoothed and their
difference becomes invisible, as partly observed by comparing
Figures 4(b) and 4(c), Figures 5(b) and 5(c), and Figures 6(b)
and 6(c). These effect may affect the measurement accuracy,
which is confirmed in Section IV. Futhermore, larger K0

requires the larger number of probe packets to obtain enough
probing samples. Thus, when we set the parameter K0, we
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(c) K0 = 10

Fig. 4. Relationship between incoming and outgoing rates with X1 = 30 and X2 = 70
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(c) K0 = 10

Fig. 5. Relationship between incoming and outgoing rates with X1 = 50 and X2 = 40
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Fig. 6. Relationship between incoming and outgoing rates with X1 = 50 and X2 = 30

must consider the measurement accuracy and the amount of
probe packets to obtain the measurement results.

B. Proposal Method

The measurement principle explained in Subsection II-B
based on the observation of a single pair of incoming and
outgoing rates of probe packets on the network. Therefore, the
existing measurement methods can obtain only the available
bandwidth of the bottleneck part of the network. To measure
the available bandwidths of multiple network sections, we
assume that the intermediate routers in Figure 2 can record
the times at which probe packets passing through the router.
The proposed method utilize those timestamps to estimate the
available bandwidth of each network section.

We propose a method to give the estimation result of the
Fig. 7. Computation of available bandwidth in proposed method



available bandwidth based on probing results as shown in
Figure 5. The simulation results in Figure 5 can be abstracted
into a simple mathematical model depicted in Figure 7. The
probing results can be divided into two regions (i) and (ii).
In region (i), the sending rate of probe packets is less than
the actual value of the available bandwidth. Therefore, the
incoming and outgoing rates becomes almost equal in the
region. In region (ii), on the other hand, the probing packets are
injected at higher rate than the actual available bandwidth. In
this case the outgoing rate would be smaller than the incoming
rate. We utilize a fluid model to determine the outgoing rate
of probe packets from incoming rates and the actual available
bandwidth. We denote the incoming rate of probe packets
as x [Mbps] and the outgoing rate of probe packets when
incoming rate is x is denoted as y(x) [Mbps]. The physical
bandwidth and the available bandwidth is denoted as C [Mbps]
and A [Mbps]. Then, the model in Figure 7 can be represented
as follows.

y(x) =

{
x x ≤ A

Cx
x+(C−A) x > A

(6)

The proposed method first gathers probing samples as in
Figure 5, and determines the available bandwidth, which
corresponds to A in Equation (6), by a simple regression of
the equation to fit to the probing samples. This regression in
the proposed method is the modified point from TOPP [12].
We explain the proposed method in detail.

The sender sends K probe packets, which is denoted as
Pi (1 ≤ i ≤ K), at a certain rate. We focus on successive
K0 probe packets from K packets, which consists of Pi,
Pi+1, ..., and Pi+K0−1 (1 ≤ i ≤ K − K0 + 1), and
calculate the incoming and outgoing rates from timestamps
at intermediate routers, that are denoted as xi [Mbps] and
yi [Mbps], respectively. That is, (xi, yi) is i th probing sample.
Note that we can obtain (K − K0 + 1) samples from K
packets. The sender sends many probing packets at various
rates, and obtains Nall samples. We next divide these samples
based on their incoming rates to obtain average values. We
set the resolution of rate to R0 [Mbps]. We then calculate
the average value of incoming and outgoing rates of samples
for each rate. We denote the averaged samples as (x̂k, ŷk)
(1 ≤ k ≤ ⌈C(j)/R0⌉). We assume that the physical bandwidth
of j th network section is already known as C(j). We obtain
the estimation results of the available bandwidth of j th
network section by the below equation,

Ā(j) = argmin
A(j)

e(A(j)) (7)

where e(A(j)) is calculated as follows.

e(A(j)) =
∑

x̂i≤A(j)

(ŷi − x̂i)
2

+
∑

x̂i>A(j)

(
ŷi −

C(j) · x̂i

x̂i + (C(j)−A(j))

)2 (8)

IV. PERFORMANCE EVALUATION

We evaluate the performance of the proposed method by
conducting simulation experiments using ns-2.

A. Experimental Environment

We utilize the same network model as in Subsection III-A,
depicted in Figure 3. The available bandwidth of the first
link, which locates between nodes n4 and n5, is denoted as
A(1) [Mbps], the available bandwidth of the second link,
which locates between nodes n5 and n6, is denoted as
A(2) [Mbps]. We vary A(1) and A(2) from 10 [Mbps] to
90 [Mbps] with 10 [Mbps] step by changing background traffic
rates. In this environment, we measure the available bandwidth
of the second link by the proposed method. The parameters
K and R0 of the proposed method is set to 20 and 1 [Mbps].

B. Results

Figure 8 exhibits the simulation results on the measurement
accuracy of the available bandwidth of the second link. Each
graph in Figure 8 has the different values of the actual
available bandwidth of the first link (A(1)). In each graph we
plot the relationship between actual and estimated values of
the available bandwidth of the second link in cases of K0 = 2,
6, and 10.

These figures indicate that the available bandwidth at second
link is measured accurately regardless of actual values of
available bandwidths of two links (A(1) and A(2)). Espe-
cially when A(2) < A(1), which satisfies Equation (5), the
available bandwidth is measured with high accuracy. On the
other hand, when A(2) > A(1), which does not satisfy
Equation (5), the measurement accuracy remains reasonable.
However, especially when A(2) becomes close to 100 [Mbps],
the measurement accuracy degrades especially A(1) is small.
This is because of the decrease in probing results whose
incoming rate is larger than A(2). We can also observe from
Figure 8 that to obtain accurate measurement results we should
avoid from setting K0 = 2 since the measurement results
have significant fluctuations. This is because the relationships
between incoming and outgoing rates becomes unstable, as
shown in Figures 4(a), 5(a), and 6(a).

Figure 9 depicts the average measurement errors as a
function of K0. Here, the measurement error is defined as
follows by using actual and estimated values of available
bandwidth, which are denoted as A and Ā, respectively.

e =
|A− Ā|

A
(9)

The length of the error bar in Figure 9 represents the
standard deviation. The figure indicates that when K0 ≤ 3,
the measurement accuracy is low as compared to the case
of K0 ≥ 4. This is because in cases of small K0, the
intervals of probe packets is largely affected by changes of
background traffic. On the other hand, when K0 ≥ 4, the
measurement error remains almost unchanged. From these
results, considering the network load by probe packets and
the measurement accuracy, we should choose K0 = 4 for the
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Fig. 8. Measurement results of available bandwidth in simulation experiments
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simulation environments in this paper. The parameter tuning
issues for various network situations is one important topics
of the future research.

V. CONCLUSION

In the paper, we proposed the simultaneous measurement
method of multiple parts on an end-to-end network path. The
proposed method simply extends the measurement principle
utilized in existing measurement tools by adding a small func-
tion to intermediate routers. We validated the performance of
the proposed method by simulation experiments and obtained
the results that the available bandwidth of multiple parts of the
path can be measured with reasonable accuracy even when the
available bandwidth of the receiver-side network is larger than
that of the sender-side network.

In future work, we plan to propose to determine the number

of probe packets to decrease the measurement overhead while
keeping the measurement accuracy.
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