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A method to reduce inter-ISP transit cost caused by
overlay routing based on end-to-end network measurement

Kazuhito MATSUDA†a), Go HASEGAWA††b), Satoshi KAMEI†††c), and Masayuki MURATA†d), Members

SUMMARY Overlay routing is an application-level routing mechanism
on overlay networks. Previous researches have revealed that the overlay
routing can improve user-perceived performance. However, it may also
generate traffic unintended by ISPs, incurring additional monetary cost. In
addition, since ISPs and end users have their own objectives respectively re-
garding traffic routing, overlay routing must be operated considering both
standpoints. In the present paper, we propose a method to reduce inter-
ISP transit costs caused by overlay routing from the both standpoints of
ISPs and end users. To determine the relationships among ASes, which are
required for ISP cost-aware routing, we construct a method to estimate a
transit cost of overlay-routed paths from end-to-end network performance
values. Utilizing the metric, we propose a novel method that controls over-
lay routing from the both standpoints of ISPs and end users. Through exten-
sive evaluations using measurement results from the actual network envi-
ronments, we confirm that the advantage of the proposed method whereby
we can reduce the transit cost in the overlay routing and can control the
overlay routing according to the objectives of both ISPs and end users.
key words: overlay network, overlay routing, inter-ISP transit cost, Plan-
etLab, multiple regression analysis

1. Introduction

Overlay routing is an application-level routing mechanism
on overlay networks that provides application-level routes
for network application traffic. An early and typical example
is the Resilient Overlay Network (RON) [1], in which each
overlay node measures the end-to-end latency and packet
loss ratio of the network paths to other nodes. The path
originating from the node is determined for the overlay net-
work traffic, which can be either a direct path to the destina-
tion node or a relay path that traverses other node(s) before
reaching the destination node as depicted in Figure 1. In the
present paper, the terms overlay routing and IP routing are
used to refer to traffic routing at the application-level and the
IP-level, respectively.

One advantage of overlay routing is that user-perceived
network performance, such as end-to-end latency and avail-
able bandwidth, can be improved without modifying the cur-
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rent IP network [2]–[4]. Such performance improvement is
caused primarily by the policy mismatch between IP routing
and overlay routing. IP routing is based primarily on met-
rics such as router-level and Autonomous System (AS)-level
hop counts. In addition, Internet Service Providers (ISPs)
that operate IP routing make their decisions based mainly
on monetary contracts with their neighboring ISPs, which
are either transit or peering relationships. Transit links and
peering links have different monetary charging mechanisms
for traffic exchange, and each ISP configures their routing
according to differences. Conversely, overlay routing op-
erated by end users primarily chooses the paths in a manner
so as to enhance user-perceived performance. Consequently,
user-perceived performance is improved by overlay routing.

Although this policy mismatch improves end-to-end
network performance, it generates a problem for the ISPs’
cost structure. Specifically, the inter-ISP transit cost (just
as transit cost in the remainder of this paper) is increased
over the entire network [5], [6]. To reduce transit cost, the
locality-aware method has been proposed in [7] that controls
network traffic based on the locality inferred from the IP ad-
dress prefix or domain name. However, those types of infor-
mation are not always suitable for estimating the locality of
the Internet topology. Application-layer Traffic Optimiza-
tion (ALTO) [8], which is based on the concept of P4P [9] is
another approach that attempts to reduce transit cost by con-
trolling outgoing traffic from an ISP while considering the
utilization of its connected transit and peering links. How-
ever, such a mechanism can only optimize outgoing traf-
fic from a single ISP, and it cannot control incoming traffic.
Moreover, that mechanism cannot optimize the end-to-end
network traffic governed by multiple interconnected ISPs.
To reduce transit cost across the entire network, a routing
mechanism based on transit cost information between ISPs
on end-to-end paths is required. However, the contract infor-
mation between ISPs is not available in general and a simple
end-to-end measurement or estimation method to obtain this
information has yet to be developed.

Even when such control mechanism of overlay routing
is realized by ISPs or end users, the issue of policy mis-
match is again raised. That is, when end users control the
overlay network based on their own objectives, it may de-
grade the satisfaction of ISPs, and vice versa. Therefore,
a novel method is required that considers the objectives of
both ISPs and end users.

In the present study, we propose a novel method to de-
crease the transit cost of overlay routing while accounting
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Fig. 1 Overlay routing

for the standpoints of end users and ISPs, which we call
a limited overlay routing. The proposed method chooses
overlay-routed paths using a transit cost metric of the paths.
We propose two types of path selection methods for the lim-
ited overlay routing, which target end users and ISPs objec-
tives, respectively.

The limited overlay routing needs the transit cost met-
ric of overlay-routed paths. For this purpose, we build up a
method to estimate the transit cost of overlay-routed paths
from end-to-end network performance values that can be
measured easily by overlay nodes, such as router-level hop
count, end-to-end latency and available bandwidth. The es-
timation method is based on multiple regression analysis of
network performance values.

We demonstrate the effectiveness of the proposed
method by evaluating the performance of the overlay rout-
ing that is assumed to be operated on overlay networks on a
PlanetLab [10] and a Japanese commercial network environ-
ments. To set a baseline for the discussion, we first evaluate
the performance improvement of the overlay routing with-
out a limitation on the transit cost metric. Next, we evalu-
ate the limited overlay routing using precise information on
the types of inter-AS links. Then, we show the regression
equations used to estimate value of the transit cost metric
for both environments. After that, we evaluate the perfor-
mance of the limited overlay routing by using the proposed
estimation method and discuss parameter settings from the
standpoints of ISPs and end users.

The remainder of the present paper is organized as fol-
lows. In Section 2, research background on overlay routing
is given and the problem of increased transit cost and incen-
tives for reducing it are described. In Section 3, we propose
a method to reduce transit cost. In Section 4, we explain the
dataset used for evaluation of the proposed method, and then
we present the results of the evaluation in Section 5. Finally,
in Section 6, we summarize our conclusions.

2. Background on overlay routing

2.1 Effectiveness of overlay routing

Overlay routing can improve end-to-end network perfor-
mance by choosing the paths based on application-level
network performance metrics, such as end-to-end latency,

Relay path provided by overlay routingDirect path provided by IP routingPeering Link
Transit Linknode A node C

node B
AS

Fig. 2 Increase in number of traversed transit links by overlay routing

packet loss ratio, available bandwidth, and TCP through-
put. This advantage of overlay routing is mainly a result of
the policy mismatch between IP routing and overlay rout-
ing. Overlay routing typically makes their routing decisions
that improve user-perceived performance using these met-
rics. Conversely, IP routing is based primarily on metrics
such as router-level and AS-level hop counts, which do not
always correlate to user-perceived performance.

In addition, ISPs have their own cost structures based
on commercial contracts with their neighboring ISPs, and
IP-level routing configurations are affected considerably by
these cost structures. Two types of links are common be-
tween ASes†: transit links that connect the upper-level and
the lower-level ISPs, and peering links that are used for peer-
ing relationship. The monetary cost of the transit link is usu-
ally determined by the amount of traffic traversing the link,
and transit links can be used by an ISP’s customers. In con-
trast, there is almost no monetary charge for peering links,
except for the cost paid to carrier companies for the physical
link facilities. Therefore, peering links can be used only by
traffic between interconnected ISPs.

Figure 1 shows a typical example of the advantage of
overlay routing. We assume that IP routing uses the di-
rect path and overlay routing chooses the relay path. The
length of the arrows represents the value of the end-to-end
latency, which is the sum of the propagation delays and de-
lays caused by congestion at the routers. Comparing the di-
rect and relay paths, the direct path has a lower router-level
hop count but a higher end-to-end latency. Such a situa-
tion occurs, for instance, because of the congestion at the
routers. Therefore, the overlay routing provides better user-
perceived performance (i.e., lower end-to-end latency) than
the IP routing. For example, [11] showed from their evalua-
tion results for a PlanetLab environment that overlay routing
could reduce end-to-end latency in over 80% of end-to-end
paths.

2.2 Impact on the cost structure of ISPs

Although overlay routing can improve user-perceived per-
formance, it may also generate traffic that does not follow to

†We ignore sibling links because they connect ASes belonging
to the same organization.
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the ISPs’ cost structure (i.e., the IP routing policy provided
by the ISPs), and so the ISPs may incur additional monetary
cost due to such traffic. If these cost increases accumulate,
the transit cost over the entire network is increased.

Figure 2 shows a simple example of this problem in
which three endhosts, all of which work as overlay nodes,
are connected by overlay links each other. Each overlay link
includes multiple inter-AS links, each of which is either a
transit (solid-line) or peering (dashed-line) link. We assume
that Node A generates traffic that is routed to Node C. When
using the IP or overlay routing that chooses the direct path,
the traffic traverses two transit links. Conversely, when the
overlay routing utilizes the relay path via Node B, the traf-
fic traverses four transit links between Nodes A and B, and
those between Nodes B and C. Therefore, the sum of the
transit links traversed by the relay path is increased by two
compared with the direct path and as a consequence, the
transit cost over the entire network increases.

Naturally, there are possibilities that the relay path has
lower transit cost than the direct path. However, we consider
that the relay path usually has a higher transit cost because
it is composed of a number of direct paths.

2.3 Related works

The method proposed in [12] selects the overlay paths uti-
lizing measurement results of capacity and available band-
width. In [13], the authors present the method to construct
and maintain overlay networks for improving user-perceived
performance by selfish neighbor node selection. In [14],
the authors propose QoS-aware overlay routing by balanc-
ing overlay traffic among overlay nodes. All of them target
to improve user-perceived performance such as end-to-end
latency and available bandwidth for end users’ traffic, which
is not specified for particular kinds of application. This fea-
ture is the same as that of our method proposed in this paper.
However, the methods proposed in [12]–[14] are not treat
the inter-ISP transit cost that incurs a considerable impact
from the overlay routing as described in Subsection 2.2.

The method proposed in [15] uses a cost for overlay
path creation and overlay traffic routing in an abstract way
and optimizes the cost. In [16], the authors focus on the
resource allocation on overlay networks and try to deal it
as optimization problem. Although these methods can treat
various kinds of cost by including it in their optimization
problems, they have not considered the inter-ISP transit cost.

3. Proposed method

We first explain the network model utilized in the present
paper. Next, we propose a limited overlay routing with two
path selection methods. One of those methods appropriate
to the standpoint of end users and the other is for that of
ISPs. Then, we present some use cases from both stand-
points. Finally, we propose a method of estimating a transit
cost metric from network performance values that can be
obtained easily.

ASnode A transit link peering link

overlay linkOverlay Network

IP Network

IP router node C

node B

Fig. 3 Network model

3.1 Network model

We assume the network model depicted in Figure 3. The
underlay network is constructed from a number of ASes, and
each AS is constructed from a number of IP routers. Each
AS is connected to its neighbors by transit or peering links.
A transit cost is incurred whenever traffic traverses a transit
link. Note that we ignore which ISPs connected by transit
links are upper-level or lower-level ISPs, since we consider
reduction in the transit cost over the entire network.

An overlay network is constructed over the underlay
network and end hosts located at ASes perform as overlay
nodes. We term overlay nodes just as nodes in the remainder
of the present paper. We assume that the overlay routing can
utilize the overlay links between all node pairs to evaluate
the potential performance to reduce the transit cost due to
the overlay routing. The construction method of the overlay
network topology is beyond the scope of the present paper.

An overlay routing is operated on the overlay network
and can provide a route from the source node to the destina-
tion node. We consider the following two types of overlay-
routed paths.

direct path It is a path from the source node to the destina-
tion node that is routed directly. A direct path consists
of only a single overlay link between the source and
destination nodes, and so the direct path is equal to that
provided by IP-level routing alone.

relay path It is a path from the source node to the desti-
nation node via another node. Here, we consider only
two-hop paths, because paths with greater hop counts
do not contribute to improve user-perceived perfor-
mance [11]. Thus, a relay path consists of two overlay
links.

3.2 Limited overlay routing

The limited overlay routing can be implemented using any
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of the metrics associated with transit links. As a general-
ization, we describe the limited overlay routing using only a
transit cost metric.

In what follows, mi j is the value of the transit cost met-
ric for the overlay link between nodes i and j. Hence, the
value of transit cost metric for the direct path between nodes
i and j and that of the relay path via node k are given, respec-
tively, as follows.

Mi j = mi j (1)
Mik j = mik + mk j (2)

3.2.1 Improving user-perceived performance under inter-
ISP transit cost constraint

One path selection method focuses on the upper limit of in-
creases in the value of transit cost metric. This selection
method considers the end users’ objectives. The constraint
on the value of transit cost metric when choosing a relay
path instead of a direct path is defined as follows.

Mik j ≤ Mi j + α (3)

where α is the upper limit of the increase in the value of
transit cost metric through using the relay path. The over-
lay routing thus selects the relay path with the best perfor-
mance from all possible candidates under this constraint.
Here, the performance of direct path between nodes i and
j is denoted Pi j, and the performance of relay path via node
k is denoted Pik j. Then, we define the improvement ratio
of user-perceived performance, which is denoted Îi j, as fol-
lows.

Îi j = Pi j/min
k,i, j

(
Pik j

)
(4a)

Îi j = max
k,i, j

(
Pik j

)
/Pi j (4b)

Here, Equation (4a) is used in the case that a low perfor-
mance metric value represents better performance, such as
end-to-end latency. Conversely, Equation (4b) is used when
a high value represents better performance, such as avail-
able bandwidth. Note that when no relay path has better
performance than the direct path, the improvement ratio be-
comes smaller than one. In other words, the overlay routing
with this path selection method provides the performance
improvement for the data transmission between nodes under
the limitation on the increase degree of the value of transit
cost metric.

3.2.2 Reducing inter-ISP transit cost under user-perceived
performance constraint

The other path selection method focuses on the decrease in
the overlay routing performance. This method considers the
ISPs’ objectives. When the best performance by the over-
lay routing between nodes i and j without considering the
value of transit cost metric is provided by the relay path via

node l, we define the constraints on the degree of decrease
in overlay routing performance as follows.

Pik j ≤ Pil j × (1 + β) (5a)
Pik j ≥ Pil j × (1 − β) (5b)

where β determines the lower limit of the decrease degree
of the performance of the overlay routing compared with the
best performance. Note that when a low value represents
better performance, Equation (5a) should be satisfied, and
when a high value represents better performance, Equation
(5b) should be satisfied. Then, the overlay routing selects a
path with the lowest value of transit cost metric while satis-
fying Equations (5a) or (5b). The reduction in the value of
transit cost metric, which is denoted as M̂i j, can be defined
as follows.

M̂i j = Mil j −min
k,i, j

(
Mik j

)
(6)

In other words, this path selection method can reduce the
value of transit cost metric under a given decrease in the
user-perceived performance compared with that of the best
path.

3.3 Use cases

In this subsection, we present some use cases of proposed
limited overlay routing.

3.3.1 For end users

For the standpoint of end users, we assume the situation
where the end users construct an overlay network by their
end hosts as overlay nodes. Each overlay node exchanges
the measurement results of network performance with other
overlay nodes and each end user selects an overlay path in-
dependently. We can also presume another case where a
content provider sets up overlay nodes on a number of ISPs
and operates overlay networks to provide their contents to
end users with high network performance.

In those cases, the end users can achieve the ben-
efit, which is the improvement of network performance,
provided by the overlay routing. For the case of content
provider, they can increase their revenue from end users in
return for better quality of content delivery. Hence, the end
users and the content provider have incentive to operate it.
On the other hand, the overlay routing focusing only to im-
prove user-perceived performance may be harmful to ISPs
because the overlay-routed traffic may generate additional
transit cost. The considerable increase of transit cost causes
ISPs to control or shut out the overlay-routed traffic. The
proposed limited overlay routing in Subsection 3.2.1 can re-
solve such situation by setting the upper limit of increase in
transit cost generated by overlay-routed traffic.

3.3.2 For ISPs

For the standpoint of ISPs, we suppose the case that a
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number of ISPs set up overlay nodes at own IP network.
They share the measurement results of network performance
among the ISPs and each ISP selects overlay paths for the
end users belonging to the ISP. Alternatively, we can assume
that the ISPs organize an alliance for overlay routing and the
alliance operates the overlay routing in centralized manner.
In both cases, after selecting the overlay paths, the ISPs or
the alliance provide these paths to end users by an architec-
ture such as ALTO.

In those cases, by using the cost-aware overlay routing,
the ISPs mainly achieve the benefit, because that the ISPs
can reduce the transit cost compared with the case that the
end users select the overlay paths selfishly. However, if ISPs
selects the overlay paths only focusing on the reduction of
transit cost, the end users lost the incentive to use the overlay
paths provided by the ISPs since such overlay paths do not
improve user-perceived performance. The proposed limited
overlay routing in Subsection 3.2.2 can select the overlay
paths maintaining the improvement of user-perceived per-
formance while decreasing the transit cost.

3.4 Transit cost estimation of an overlay-routed path

Although the limited overlay routing described above uses
a transit cost metric of an overlay-routed path, such as the
number of transit links, the exact value of the metric cannot
be explicitly known by nodes because the contract informa-
tion between ISPs is not disclosed in general. Furthermore,
an effective method to measure the value of transit cost met-
ric in an end-to-end manner has yet to be proposed. Indeed,
in [17], the relationships among ISPs are inferred by col-
lecting Border Gateway Protocol (BGP) messages from nu-
merous backbone routers, which are also difficult to obtain
by end users. In addition, the relationships between IP ad-
dress prefix and AS numbers to obtain the AS-level paths are
based on BGP messages. Although these information can
be obtained at CAIDA [18] and Route Views Project [19]
and we utilized them, it is unrealistic in the actual situations
that the all overlay nodes obtain such information at such as
CAIDA and Route Views Project. Furthermore, these infor-
mation should be obtained periodically, because they change
in time. Therefore, we propose a method of estimating the
value of transit cost metric of an overlay link using network
performance values that can be measured easily by nodes.

We first investigate the correlation between the true
values of transit cost metric of paths between overlay nodes
obtained by a method such as [17] and network performance
values that are obtained easily by end-to-end measurement,
such as router-level hop count, end-to-end latency, and avail-
able bandwidth. We find linear relationships between the
number of transit links that have strong correlation with the
true metric value of transit cost and each network perfor-
mance value from the graph of the number of transit links
vs. each network performance value using the PlanetLab
dataset described in Section 4. Therefore, we utilize Pear-
son’s correlation coefficient C in Equation (7).

C =

∑
(mt

i j − m̄t)(xi j − x̄)√∑
(mt

i j − m̄t)2
√∑

(xi j − x̄)2
(7)

where mt
i j is the true value of transit cost metric of the over-

lay link between nodes i and j, and xi j is each performance
value (i.e., router-level hop count, end-to-end latency, and
available bandwidth). m̄t and x̄ then represent the average
values of each variable, respectively.

Then, to perform the estimation, we select some pa-
rameters that are highly correlated to the value of transit
cost metric. We conduct a multiple regression analysis on
the selected parameters and thus derive the regression equa-
tion from the analysis to estimate the value of transit cost
metric.

We employ a linear least squares method to derive the
regression equation. If xq

i j is the q-th parameter value of
the overlay link between nodes i and j, then the regression
equation to estimate the value of transit cost metric of the
overlay link, me

i j, is described as follows.

me
i j = b0 + b1x1

i j + b2x2
i j + . . . + bnxn

i j (8)

where b0 is the intercept of the equation, bq is the partial co-
efficient value of the q-th parameter calculated by the multi-
ple regression analysis, and n is the number of parameters.

Once the regression equation is derived, the all overlay
nodes can estimate the transit cost of overlay path by the net-
work performance values that are easily obtained by them-
selves. In addition, the regression equation can be reused in
other network environments if the property of the network
environment is similar to where the regression equation is
derived.

4. Dataset

To evaluate the proposed method, we utilize data obtained
from two kind of actual network environments. One net-
work environment is constructed from PlanetLab nodes, and
the other from nodes located at Japanese commercial ISPs.
To evaluate the overlay routing and the proposed method
in both environments, we must know the following proper-
ties of the end-to-end path between overlay nodes: end-to-
end latency, available bandwidth, router-level path and hop
count, and AS-level path and hop count. We also require
the information on the transit/peering relationships between
ASes to evaluate a value of transit cost metric of the over-
lay routing. In the remainder of this section, we describe
both environments and explain how to obtain their property
values.

4.1 PlanetLab environment

For the PlanetLab environment, we obtained a dataset
among the 459 PlanetLab nodes that were active when we
obtained the measurement data. Actually, because a number
of end-to-end paths were found for which we could not ob-
tain the measurement data, we used the measurement data
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of 64 077 end-to-end paths between nodes.

End-to-end latencies We obtained latencies of end-to-end
paths between PlanetLab nodes from Scalable Sens-
ing Service (S 3) [20]. In S 3, the measurement re-
sults are available for all network paths between Plan-
etLab nodes, and are summarized every four hours. S 3

uses two types of end-to-end latencies, one is mea-
sured latency that is actual measured values and the
other is nv estimated latency that is estimated by the
method proposed by Sharma et al. in [21]. Since mea-
sured latency was not available for large part of node
pairs, we utilized nv estimated latency in the present
paper.

Available bandwidths They were obtained in the same
way as end-to-end latencies. We utilized the results of
available bandwidth measurements with Spruce [22] in
S 3.

IP-level paths and router-level hop counts We conducted
traceroute commands between all node pairs in
PlanetLab. Here, we utilized the traceroute results
obtained on November 12, 2008.

AS-level paths and AS-level hop counts We converted the
IP-level paths into AS-level paths by using the rela-
tionships between IP address prefixes and AS numbers,
which are available at the Route Views Project [19].

Transit/peering information To obtain a value of transit
cost metric for each path, we used the information on
transit/peering relationship between ASes that is avail-
able at CAIDA [18]. This information is obtained with
the method in [17]. However, CAIDA does not provide
the relationship information for all links between ASes.
Furthermore, there are many IP addresses for routers
whose corresponding AS numbers cannot be obtained
by the method described above. Therefore, we applied
two additional methods to infer the relationship infor-
mation. The first methods is based on the degree of
each AS (the number of outgoing links to other ASes).
We first obtained the degree of each AS from CAIDA
database and then derived the ratio at which the rela-
tionship was peering for each pair of degrees of ASes.
Figure 4 depicts the distribution of the ratio for var-
ious pairs of ASes’ degrees, where z-axis is the per-
centage of ASes pairs that have peering links in each
cell. Then, the unknown relationship information was
stochastically determined according the ratio distribu-
tion. The second method is based on the BGP property.
When the AS number of the router on an IP-level path
cannot be obtained by above-described method, this in-
dicates that the BGP does not advertise the AS number
of the router. This may mean that there is no need to ad-
vertise the number since the router belongs to the same
AS at which the previous-hop router is located. For this
reason, as depicted in Figure 5, when there exists an IP-
level path which is constructed of the router of AS X,
the router whose AS number is not advertised, and the
router of AS Y, the relationships between each router

Table 1 Average and variance values of network performance

PlanetLab Japanese commercial
end-to-end available end-to-end

latency bandwidth latency
average 152 ms 48,214 kbps 31 ms
variance 2.5 × 104 9.5 × 109 3.3 × 102

Table 2 Average and variance values of AS-level degree

PlanetLab Japanese commercial
average 27 21
variance 12,061 1,028
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Fig. 4 Peering ratio from the degree of each AS pair

Peering link Relationship between  AS X and AS Y
Router belong to AS X Not advertised router Router belong to AS Y

Fig. 5 Relationships inferred from BGP property

were estimated as peering and as the relationship be-
tween AS X and AS Y, respectively. Consequently, we
could infer the unknown relationship between a non-
advertised router and AS Y’s router once we had al-
ready obtained the relationship between AS X and AS
Y.

To exhibit the characteristics of the environment, we
show the average and variance values of end-to-end laten-
cies and available bandwidth in Table 1. We also present the
average and variance values of degrees of the ASes where
the PlanetLab nodes are located in Table 2, which are cal-
culated by the AS-level links observed in the traceroute
results.

In the PlanetLab environment, we assumed two types
of overlay networks. One network was the constructed from
all nodes in the PlanetLab environment, which we call the
full PlanetLab network. The other network, which we call
the generalized PlanetLab network, was built such that the
effect of geographical distribution of overlay nodes could be
evaluated. The node distribution of the generalized Plan-
etLab network was constructed to conform to the Internet
host distribution. To this end, we referred to the number of
ASes in Regional Internet Registries (RIRs) in the current
Internet obtained from [23], and to the number of Planet-
Lab nodes used in each region, which is proportional to the
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Table 3 Number of ASes in each RIR and number of nodes for evalua-
tion

RIR (region name) number number
of ASes of nodes

ARIN (North America) 24422 50
RIPE NCC (Europe) 21065 43

APNIC (Asia) 5782 12
LACNIC (South America) 2815 6

number of ASes (Table 3). We randomly selected PlanetLab
nodes from each region according to Table 3. Comparing
these overlay networks, we evaluate the effect of geographi-
cal node distribution on the proposed method in Section 5.4.

4.2 Japanese commercial network environment

The dataset for the Japanese commercial network environ-
ment was obtained from a colleague. The environment is
composed of 18 nodes of 13 Japanese commercial ISPs. The
data of 289 end-to-end paths between nodes were used. This
dataset included the full-mesh traceroute results and end-
to-end latencies measured using ping commands. Thus,
end-to-end latencies, IP-level paths, and router-level hop
counts could be determined from the dataset. The dataset
utilized in the present paper was obtained on March 22,
2009. Note that we cannot obtain the data on available band-
width, because that the measurement puts an extra load on
the Japanese network environment. Then, the evaluation on
the available bandwidth-based overlay routing is excluded
from Section 5.

The average and variance values of end-to-end laten-
cies and degrees of the ASes where the nodes are located
are shown in Tables 1 and 2, respectively.

The AS-level paths and hop counts and transit/peering
information were obtained in the same manner for the Plan-
etLab environment.

In the Japanese commercial network environment, we
assume the overlay network constructed from all nodes in
the Japanese commercial network environment, and we call
this the Japanese network.

Because the dataset of Japanese commercial network
environment is measured under non-disclosed conditions,
we cannot describe the details of the geographical locations
of the nodes in the environment. However, we ensure that
the Japanese commercial network environment covers the
wide area of Japan including large ISPs’ network.

5. Numerical evaluation

In this section, we first evaluate the performance improve-
ment of overlay routing without a limitation on the tran-
sit cost metric in order to set a baseline for the discussion.
Next, we evaluate the limited overlay routing using the pre-
cise information of relationships between ASes in order to
confirm the potential performance improvement. After that,
we present the regression equations, as explained in Sub-
section 3.4, for the two networks on the PlanetLab and one

networks on the Japanese commercial environment. Then,
we show the evaluation results of the limited overlay routing
by using the estimated transit cost value calculated through
the regression equations. We also confirm the effect of the
geographical node distribution on the proposed method.

We utilize end-to-end latencies and available band-
widths between nodes as path selection metrics for the over-
lay routing. We denote the end-to-end latency of the overlay
link between nodes i and j as δi j. Then the end-to-end la-
tency of the direct path between the nodes denoted as Di j
and that of the relay path via node k denoted as Dik j, are
defined as follows.

Di j = δi j (9)
Dik j = δik + δk j (10)

We do not explicitly include the processing cost of relaying
traffic in Equation (10) because this processing cost may be
negligibly-small compared with propagation and congestion
delays. To cite a case, the end-to-end latency of a relay path
is approximately equal to the sum of the latencies of the
direct paths that form the relay path in [24]. We denote the
available bandwidth of the overlay link between nodes i and
j as ωi j. Then the available bandwidth of the direct path
between the nodes denoted as Bi j, and that of the relay path
via node k denoted as Bik j, are defined as follows.

Bi j = ωi j (11)

Bik j = min
(
ωik, ωk j

)
(12)

We utilize Equations (4a) and (5a) as the improvement ra-
tio and constraint on the performance of overlay routing, re-
spectively, when end-to-end latency is employed as the rout-
ing metric, and Equations (4b) and (5b) when the available
bandwidth is employed.

Since transit cost is generated by the traffic traversing
the transit links, the cost is highly correlated to the number
of transit links and the amount of traffic. We assume that the
same billing mechanism is used for all transit links and that
the traffic volumes between all overlay node pairs are equal.
Based on these assumptions, when an overlay-routed path
traverses transit links, the overlay-routed path costs one per
transit link in the evaluation. We utilize the value calculated
by this definition as the transit cost metric for the limited
overlay routing. Of course, we can assume a specific billing
mechanism for each transit link. However, because informa-
tion is unavailable on how ISPs configure their billing mech-
anisms in practice, we use the simplest transit cost metric
(i.e., one per transit link) in the evaluation.

We further assume that the value of transit cost met-
ric based on the transit/peering information obtained by the
method described in Section 4 is the true value of transit
cost metric, because we consider that the transit/peering in-
formation reflects the actual network condition, since this
information is acquired from numerous BGP routing tables
and traceroute results. Moreover, the information has
high accuracy compared with the estimated value of tran-
sit cost metric calculated by Equation (8), which is derived



8
IEICE TRANS. ??, VOL.Exx–??, NO.xx XXXX 200x

0

0.2

0.4

0.6

0.8

1.0

 0  1  2  3  4  5  6  7  8

C
D

F
 o

f 
o

v
e

rl
a

y
 li

n
ks

transit cost

PlanetLab
Japanese commercial

Fig. 6 Distribution of the true value of transit cost metric of overlay links
in PlanetLab network environment and Japanese commercial network en-
vironment

from only the network performance values easily obtainable
by the nodes. The distribution of the true value of transit
cost metric between PlanetLab nodes is shown in Figure 6.
We use this distribution as the baseline for the discussion in
the evaluation.

5.1 Unlimited overlay routing

The “no limit” lines in Figure 7 plot the cumulative distri-
bution of the improvement ratios as defined in Equations (4)
for the full PlanetLab network. Here, end-to-end latency
is employed as the performance metric in Figure 7(a) and
available bandwidth is employed in Figure 7(b). The re-
sults in Figure 7 are based on the median value of dataset
recorded over a two-week period from November 12, 2008
to November 25, 2008. The ratio of node pairs that have at
least one relay path that has smaller end-to-end latency than
the direct path is 22%. In the case of available bandwidth,
the percentage is 97%. These results agree with the results
in [11], implying that available bandwidth-based overlay
routing improves user-perceived performance significantly.

The “no limit” line in Figure 9 shows the result in the
same manner as the line in Figure 7 for the Japanese net-
work. Since we do not have the data about available band-
width for this environment, the evaluation is only on the
end-to-end latency-based overlay routing. The ratio of node
pairs that have at least one relay path that is better than the
direct path is 15%.

5.2 Limited overlay routing with precise information on
transit links

Next, we show the results for the case when a limitation is
placed on the true value of transit cost metric. This value is
based on the precise relationship information among ASes
obtained by the method explained in Section 4. The detailed
algorithm of limited overlay routing can be found in Sec-
tion 3.2.

Figure 7 exhibits the cumulative distribution of the im-
provement ratio for the full PlanetLab network when lim-
iting the increase in the true value of transit cost metric.

Path selection method here focuses on the upper limit of the
increase in the value of transit cost, α, by using Equation
(3). Note that when α is too small, relay paths satisfying
the limitation cannot be found for some node pairs. These
node pairs are accounted for at the origin of the x-axis. Fig-
ure 7 indicates that, no matter which routing metric is used,
as α increases, the performance improvement of the over-
lay routing approaches that for the case without the limita-
tion. Furthermore, when α is greater than or equal to three
or four, the performance improvement of the overlay rout-
ing becomes approximately equal to the case without the
limitation. From these results, we conclude that the overlay
routing with the upper limit of the increase in the true value
of transit cost metric can provide the performance improve-
ment of the overlay routing similar to the case without the
limitation, when the upper limit of the increase is greater
than or equal to three or four. Figure 8 shows the cumula-
tive distribution of the true value of transit cost metric for
overlay-routed paths between all node pairs. These paths
are the same as those chosen in Figure 7 for the full Plan-
etLab network. This figure tells that when α is two in the
overlay routing with the proposed method, the 80-th per-
centiles are 5.0 for the case of latency and 5.0 for the case of
available bandwidth, respectively, whereas the values with-
out the limitation are 6.0 and 6.4. When α is three, the 80-th
percentiles are 5.5 for the case of latency and 7.0 for the
case of available bandwidth. For the total transit cost of the
all overlay-routed paths, when α = 2, the limited overlay
routing reduces the transit cost by 11% for the end-to-end
latency and by 25% for the available bandwidth comparing
the case without the limitation. When α = 3, these values
are 9% for the end-to-end latency and 22% for the available
bandwidth. Then, the limited overlay routing with the pre-
cise information can reduce transit cost to a certain degree,
although this degree is small for the case of latency.

Figure 9 shows the results in the same manner as Fig-
ure 7 for the Japanese network. The trend of the results
is the same as that in the full PlanetLab network, which is
that the performance improvement approaches that for the
case without limitation as α increases, except one difference.
That is, when α is greater than or equal to one (three or four
for the full PlanetLab network), the performance improve-
ment is approximately equal to that without the limitation.
This lower value of α is due to the difference in the network
property between both environments, that is, the true tran-
sit cost of paths in the Japanese commercial network envi-
ronment is smaller than that in the PlanetLab environment.
Figure 10 then shows the results in the same manner as Fig-
ure 8 for the Japanese network. When α is one in the overlay
routing with the proposed method, the 80-th percentile is 3.0
whereas the value without the limitation is 4.0. For the total
transit cost of the all overlay-routed paths, when α = 1, the
limited overlay routing reduces the transit cost by 27%. The
same advantage as for the full PlanetLab network is thus re-
vealed.
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Fig. 7 Improvement ratio distribution with the limitation on the true
value of transit cost metric (full PlanetLab network)

5.3 Limited overlay routing with estimated value of transit
cost value

5.3.1 Regression equations and estimation accuracy

To evaluate the limited overlay routing with the proposed
estimation method in Subsection 3.4, we first derived re-
gression equations (Equation (8)) for the three overlay net-
works described in Section 4. We calculated the correlation
coefficients in Equation (7) between the true value of tran-
sit cost metric and the following three metrics: router-level
hop count, end-to-end latency, and available bandwidth for
all nodes in the PlanetLab environment. The calculation re-
sults are listed in Table 4, and based on these results, we
omitted the available bandwidth from the regression equa-
tion because its correlation was quite weak compared with
the other two metrics. Since we do not have available band-
width data for the Japanese network, the same parameters
(i.e., router-level hop count and end-to-end latency) were
also selected in the regression equation. When the router-
level hop count and the end-to-end latency of the overlay
link between nodes i and j are denoted as hi j and δi j, re-
spectively, then Equation (8) can be rewritten as follows.

µe
i j = by + brhi j + bdδi j (13)

where by is the intercept of the equation, and br and bd are
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Fig. 8 Transit cost distribution with the limitation on the true value of
transit cost metric (full PlanetLab network)
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Fig. 9 Improvement ratio distribution with the limitation on the true
value of transit cost metric (Japanese network)

Table 4 Correlation coefficients (full PlanetLab network)

Router-level hop count 0.420
End-to-end latency 0.300

Available bandwidth -0.027

the partial coefficients of the router-level hop count and the
end-to-end latency, respectively. The partial coefficients (by,
br, and bd), which are the results of the multiple regression
analysis, for the three networks are listed in Table 5.

We also show the evaluation results of the estimation
accuracy of the regression equation to verify the effective-
ness of the analysis. The estimation error between the true
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Table 5 Partial coefficients of the regression equation

by br bd
Full PlanetLab network 1.22 0.135 0.00263

Japanese network -1.48 0.240 -0.000889
Generalized PlanetLab network 0.846 0.145 0.00120

(0.20) (7.56 × 10−4) (1.08 × 10−6)
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Fig. 10 True metric value of transit cost distribution with the limitation
on the true value of transit cost metric (Japanese network)

and the estimated value of transit cost metric of an overlay
link is calculated for each overlay node pair. The true value
of transit cost metric of the overlay link between nodes i and
j is denoted as µt

i j, and the estimated value by the regression
equation is demoted as µe

i j. Then the estimation error of the
overlay link, di j, is obtained as follows.

di j = µ
e
i j − µt

i j (14)

Note that we consider both positive and negative values of
the estimation errors. When the value is positive, it indicates
that the transit cost is overestimated and the available relay
paths are excessively restricted. Conversely, when the value
is negative, it indicates that the transit cost is underestimated
and the transit cost can be relaxed actually.

Figures 11 plot the cumulative distribution of di j for
all node pairs in each network environment. For compar-
ison, the results of the single regression analyses on the
router-level hop count and end-to-end latency are also plot-
ted, respectively. The figures indicate that the maximum
absolute estimation errors resulting from Equation (8) are
smaller than four for the PlanetLab environment, three for
the Japanese commercial network environment. The abso-
lute estimation errors are smaller than one for almost 60%
of the overlay links in both network environments. Further-
more, compared with the results obtained by the single re-
gression analyses, the multiple regression equation can give
the highest estimation accuracy.

The differences between the regression equations for
both environments can be observed in Table 5. These dif-
ferences of network properties may be caused by the dif-
ferences between the PlanetLab and the Japanese commer-
cial network environments. PlanetLab is a global research
network and is constructed from the nodes that are in uni-
versities and enterprises, whereas the Japanese commer-
cial environment is constructed from the nodes located at
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Fig. 11 Estimation error distribution of the regression equation for all
overlay links in each network environment

Japanese commercial ISPs. In addition, PlanetLab nodes
are spread more geographically than Japanese commercial
environment. Hence, the proposed method can obtain the
regression equations appropriate to each network’s proper-
ties.

5.3.2 Improvement in user-perceived performance under
limitation on inter-ISP transit cost

Figure 12 plots the results in the same manner as Figure 7
for the full PlanetLab network using the estimated value of
transit cost metric instead of the true value. This figure tells
that when α is smaller than three, many node pairs who do
not have any relay path and the portion increases signifi-
cantly compared with the results in Figure 7, since a signif-
icant portion of the node pairs cannot find any relay paths
satisfying the limitation. This is because of the estimation
error described in Subsection 5.3.1. In contrast, when α is
greater than or equal to three, the improvement is approxi-
mately the same as in the case without the limitation and that
with the limitation on the true value of transit cost metric
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Fig. 12 Improvement ratio distribution with the limitation on the esti-
mated value of transit cost metric (full PlanetLab network)

(Figure 7). From these results, we conclude that the over-
lay routing with the proposed method, which has no precise
information on transit links, can achieve the same perfor-
mance as the case with the precise information. Figure 13
shows the results in the same manner as Figure 8 for the full
PlanetLab network. This figure tells that when α is two in
the overlay routing with the proposed method, the 80-th per-
centiles are 5.0 for the case of latency and 5.0 for the case
of available bandwidth, respectively. When α is three, the
80-th percentiles are 6.0 for the case of latency and 7.5 for
the case of available bandwidth. For the total transit cost of
the all overlay-routed paths, when α = 2, the limited over-
lay routing reduces the transit cost by 25% for the end-to-
end latency and by 47% for the available bandwidth com-
paring the case without the limitation. When α = 3, these
values are 3% for the end-to-end latency and 17% for the
available bandwidth. Comparing Figures 8 and 13, when α
equals to zero or one, we can see that the limited overlay
routing with the estimated transit cost excessively limits the
transit cost, which is because of the estimation error of re-
gression equation. However, we consider that these value
of α is too tight limitation, which can be observed in Fig-
ure 12. In the appropriate range of α (i.e., α is more than
or equals to two) for the network performance, the limited
overlay routing with the estimated transit cost reduce a cer-
tain transit cost while maintaining the network performance,
though there are some estimation error of transit cost.
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Fig. 13 Transit cost distribution with the limitation on the estimated
value of transit cost metric (full PlanetLab network)

Figure 14 shows the results in the same manner as Fig-
ure 12 for the Japanese network. The trend of the results is
the same as that for the full PlanetLab environment except
the exact value of α. When α is greater than or equal to one,
the overlay routing performance is approximately the same
as the case with the true value of transit cost metric and the
case without the limitation (Figure 9). Figure 15 then shows
the results in the same manner as Figure 13 for the Japanese
network. When α is one in the overlay routing with the pro-
posed method, the 80-th percentile is 3.0 whereas the value
without the limitation is 4.0. For the total transit cost of the
all overlay-routed paths, when α = 1, the limited overlay
routing reduces the transit cost by 18%. The same advan-
tage as for the full PlanetLab network is thus revealed.

From the viewpoint of the trade-off relationship be-
tween the performance improvement of overlay routing and
the transit cost, Figure 13 indicates that the greatest reduc-
tion in the true value of transit cost metric is when α is
equal to zero. However, the improvement ratio becomes
less than one for a number of node pairs, implying that
these node pairs cannot achieve any improvement in user-
perceived performance by the overlay routing. Conversely,
when α is greater than or equal to three for the case of la-
tency and four for the case of available bandwidth, almost
no reduction is found in the true value of transit cost metric.
We thus conclude that α = 2 for the case of latency is the
best value from the viewpoint of the trade-off relationship
between the performance of overlay routing and the reduc-
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Fig. 14 Improvement ratio distribution with the limitation on the esti-
mated value of transit cost metric (Japanese network)
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Fig. 15 True metric value of transit cost distribution with the limitation
on the estimated value of transit cost metric (Japanese network)

tion in the transit cost for the full PlanetLab network. For
the case of available bandwidth, we conclude α = 3 is the
best value.

Based on the results for both the PlanetLab network
and Japanese commercial network environments, the param-
eter α may be affected by the scale of the target network
environment. Specifically, for a large network, the more
largest value we should choose for α. The scale of network
can be known through the IP-level or AS-level hop counts
of end-to-end paths. In general, the parameter α can be set
by the scale of target network and the degree of constraint
required by the operator (i.e., end users).

5.3.3 Reduction in inter-ISP transit cost under limitation
on user-perceived performance

Figure 16 shows the results of limited overlay routing with
the path selection method that focuses on the degree of de-
crease in the performance of the overlay routing, where β is
the lower limit of the degree in Equations (5). Figures 16(a)
and 16(b) plot the distribution of true value of transit cost
metric reduction for the full PlanetLab network when the
end-to-end latency and the available bandwidth employed
as the routing metric, respectively. This figure indicates that
the proposed method can reduce the true value of transit cost
metric by at least one in 16% of node pairs when the end-

0

0.2

0.4

0.6

0.8

1.0

-2  0  2  4  6  8

C
D

F
 o

f 
n

o
d

e
 p

a
ir

s

reduction of transit cost

β = 0.05
β = 0.10
β = 0.15
β = 0.20
β = 0.25
β = 0.30

(a) End-to-end latency

0

0.2

0.4

0.6

0.8

1.0

-2  0  2  4  6  8
C

D
F

 o
f 

n
o

d
e

 p
a

ir
s

reduction of transit cost

β = 0.05
β = 0.10
β = 0.15
β = 0.20
β = 0.25
β = 0.30

(b) Available bandwidth

Fig. 16 Distribution of reduction in the true value of transit cost metric
with the limitation on the decrease in the overlay routing performance (full
PlanetLab network)

to-end latency is used as the routing metric and by at least
one in 33% of node pairs when the case for available band-
width, allowing only a 5% decrease in the overlay routing
performance. We can achieve a greater reduction in the true
value of transit cost metric by allowing a greater decrease in
user-perceived performance. For example, if we can allow
a 30% decrease in the overlay routing performance, the true
value of transit cost metric can be reduced by at least one in
25% and 68% node pairs when the end-to-end latency and
the available bandwidth is employed as the routing metric,
respectively.

Figure 17 shows the results in the same manner as Fig-
ure 16 for the Japanese network. The trend of the results is
the same as that for the full PlanetLab environment except
the exact value of β. When allowing a 5% decrease and a
30% decrease in the overlay routing performance, we can
reduce the true value of transit cost metric by at least one in
17% and 42%, respectively.

In practice, the parameter β can be determined by the
degree of constraint required by the operator (i.e., ISPs). For
example, ISPs measure the performance of direct and relay
paths and determine β under the constraint such that the re-
lay paths have sufficiently better than that of direct path.

5.4 Effect of geographical distribution of overlay nodes

We conducted node selections twenty times for the general-
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Fig. 17 Distribution of reduction in the true value of transit cost met-
ric with the limitation on the decrease in the overlay routing performance
(Japanese network)

ized PlanetLab network according to the method described
in Subsection 4.1 and calculated the partial coefficients of
the regression equation. The average and variance (in paren-
theses) values of the partial coefficients are listed in Table 5.
Since the variances are significantly smaller than the aver-
age values, we consider that the node selection in the gen-
eralized PlanetLab network does not affect the performance
of the proposed method.

Figure 18 plots the improvement ratio distribution of
the overlay-routed paths for the generalized PlanetLab net-
work. Comparing Figures 12 and 18, the trend of the results
is the same as that for the full PlanetLab network, especially
when α is larger than or equal to three. From these re-
sults, we verify that the proposed method is effective for not
only the overlay network constructed from all nodes in the
PlanetLab environment, which are mainly located in North
America and Europe, but also in a more general overlay net-
work.

Since the trend of the results corresponding to Fig-
ure 16 for the generalized PlanetLab environment is the
same as that for the full PlanetLab environment, we do not
show the results here.

6. Conclusion

In the present paper, we proposed a method to reduce transit
costs caused by overlay routing while accounting for the ob-
jectives of both ISPs and end users. The proposed method
utilizes a transit cost metric of an overlay-routed paths and
chooses an overlay-routed path that can satisfy the objec-
tives and constraints of both parties. Through the extensive
evaluation using measurement results taken from the actual
network environments, which were the PlanetLab and the
Japanese commercial network environments, we confirmed
the effectiveness of the proposed method. The results re-
vealed that the advantage of the proposed method whereby
we could estimate the transit cost of overlay-routed paths us-
ing measurable network performance values. Furthermore,
the method could control the overlay routing according to
the standpoints of end users and ISPs while reducing the
transit cost over the entire network. Through the evaluation
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Fig. 18 Improvement ratio distribution with the limitation on the esti-
mated value of transit cost metric(generalized PlanetLab network)

results, we confirmed the suitable parameter values for both
network environments.

In general, the operator of the overlay routing with the
proposed method can decide the degree of limitations based
on their objectives and constraints. Using suitable param-
eters for a target network environment, the overlay routing
with the proposed method can satisfy both of a reduction of
transit cost and improvement of end-to-end network perfor-
mance.

In the future, we intend to combine the proposed
method with the architecture of ALTO in order to optimize
the traffic on the entire network more efficiently.
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