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Abstract—To tackle problems emerging with rapid growth of
information networks in scale and complexity, bio-inspired self-
organization is considered one of promising design principles of
a new generation network which is scalable, robust, adaptive,
and sustainable. However, self-organizing systems would fall
into a local optimum or never converge under some environ-
mental conditions. Controlled or guided self-organization is a
novel concept attracting many researchers in these years, where
loose and moderate control is imposed on a self-organizing
system to push it toward a desired state. In this paper, we
take AntNet, an ant-based routing protocol, as an example and
consider a mechanism to accelerate convergence by limiting
the search space. The proposed mechanism is compared with
AntNet and HOPNET from viewpoints of the convergence time,
path length, and control overhead. Simulation results show that
our proposal can accelerate convergence of ant-based routing
to a shorter path than AntNet and with lower control overhead
than HOPNET.

Keywords-self-organization, Ant Colony Optimization
(ACO), zone-base routing, convergence

I. I NTRODUCTION

Due to rapid growth of information networks in scale
and complexity, conventional information network systems
and technologies, which are based on central control or dis-
tributed control with global information, are to face limita-
tions. An information network system adopting conventional
control technologies suffers from the considerable overhead
in managing up-to-date information to grasp dynamically
changing conditions as the scale and mobility increase.
Considering the problems that would emerge in the future
networking, there have been research activities such as FIND
[1], GENI [2] in the USA, Euro-NGI/FGI [3] and FIRE [4]
in Europe, and the AKARI Project [5] in Japan to establish a
novel network architecture and relevant technologies. Taking
into account the requirements for new generation networks,
i.e. scalability, adaptability, robustness, and sustainability
higher than ever before, the paradigm shift is needed to
organize and control the whole network system in a fully
distributed and self-organizing manner.

Self-organization is a natural phenomenon of distributed
systems, where components behave individually and au-
tonomously. In a self-organizing system, components behave

in accordance with simple rules and information locally
available to a component. Though direct or indirect in-
teraction among components, a global behavior or pattern
emerges on a macroscopic level without central control. In
a self-organizing system, system-level information manage-
ment can be considerably reduced since none needs up-to-
date information of the entire system or many other com-
ponents. Moreover, local failures and small environmental
changes are handled locally and immediately by neighbor
components without involving the entire system.

However, it is pointed out that self-organizing control
has some disadvantages [6]. First, in a large-scale system,
it may take long time for a global pattern to emerge
because it appears as a consequence of interaction between
autonomous components. Second, self-organization, which
uses only local information, would fall into a local optimum
while a conventional system using global information can
reach an optimal solution in most cases. Furthermore, a self-
organizing system is not controllable in general, whereas
unnecessity of control is one of the significant aspects
of self-organization. These disadvantages and complaints
about them from engineers brought an idea of controlled
or guided self-organization where a self-organizing system
is moderately controlled through a feedback mechanism or
adaptation of control parameters [7], [8], [9], [10].

Biological systems are inherently self-organizing and the
biology is one of mines of self-organization models that
can be applied to information networking [11], [12]. For
example, foraging behavior of ants is well-known biological
self-organization [13]. An ant coming out from a nest
randomly wanders around looking for food. When it finds
food, it returns to the nest while leaving chemical substances
called pheromoneon the ground. Pheromones laid on the
ground attract other ants and guide them to the food. Since
pheromone stimulation is not deterministic, there are ants
that reach the food by taking other routes. They make other
pheromone trails and they also attract ants. However, since
pheromone evaporates over time, a shorter trail has more
pheromone than longer trails. As such, more ants traverse
a shorter trail and those ants further add pheromone on
the trail. This feedforward-based reinforcement mechanism



makes ants concentrated on the shortest path.
Because of the similarity, the foraging behavior of ants

or its mathematical model called ACO (Ant Colony Op-
timization) has been adopted as a routing mechanism by
many researchers [14], [15], [16]. Previous research shows
that AntNet is superior to conventional mechanisms in
robustness against failure, control overhead, and commu-
nication performance [17]. However, the time required for
path establishment to converge depends on the length of
the path, i.e. the distance between a source node and a
destination node [18]. Therefore, it is not scalable to the size
of a network. Moreover, a considerable amount of control
messages generated in path establishment deplete network
bandwidth and hinder data message transmission.

In this paper, we take AntNet as an example of self-
organization based control and propose a mechanism of
controlled self-organization to accelerate path convergence.
The poor convergence performance of AntNet comes from
the fact that ants randomly explore the whole network for
a destination node and once found preferential pheromone
reinforcement is performed on paths established across the
whole. Then we consider to reduce convergence time by
limiting the area of exploration of ants. The whole network is
autonomously divided into subareas by ants and path finding
and establishment are performed within a subarea. The path
from a source node to a destination node can be formed
by concatenating sub-paths. Though simulation experiments,
we compare the proposal with the original AntNet and
HOPNET from viewpoints of the convergence time, path
length, and control overhead. HOPNET is a hybrid mech-
anism adopting ant-based routing in proactive and reactive
manners [19]. In HOPNET, zones are constructed per node
in accordance with the proximity of nodes. The size of zone
is determined by a parameterradius and a zone of nodek
consists of a set of nodes which can be reached inradius
hops from nodek. Each node proactively maintains paths
for nodes within its zone and reactively finds a path for a
destination node if a destination node is outside its zone.

In this paper, we first describe abstract of AntNet in
section II and detail of our proposal in section III. Then, we
perform comparative analysis with AntNet and HOPNET in
section IV. Finally in section V we conclude the paper and
show future directions.

II. A NTNET

In AntNet, a next hop node is selected in accordance with
the amount of pheromones, which are laid by control mes-
sages, called ant. Source nodes establishes and maintains
a path to destination noded by sendingforward ants at
regular intervals. A forward ant stochastically selects a next
hop node to visit. The probabilitypnd that neighbor node
n ∈ Nk, whereNk is a set of neighbor nodes of nodek, is
selected as a next hop node of nodek for destination noded
is given as follows. If there is no pheromone information for

destination noded at nodek, a next hop node is randomly
chosen.

pnd =


1 (|Nk| = 1)

1
|Nk|−1 (|Nk| > 1, n ̸= vi−1)

0 (otherwise)

(1)

Otherwise, selection is performed based on the pheromone
valueτnd.

pnd =


1 (|Nk| = 1)

1
|Nk|−1 (|Nk| > 1, ∀n ∈ Vs→k, n ̸= vi−1)

τk
nd+αln

1+α(|Nk|−1) (|Nk| > 1, n /∈ Vs→k)

0 (otherwise)
(2)

Vs→k = {s, v1, v2, · · · , vi−1} is a list of nodes that the
forward ant has visited before arriving at nodek at thei-th
step andvi−1 is an identifier of the(i − 1)-th node on the
path.ln is a variable indicating the degree of congestion for
neighbor noden at nodek, which is given by1− qn∑

j∈Nk
qj

and qn is the number of messages waiting in a sending
buffer for neighbor noden. α ∈ [0, 1] is a coefficient
ranging from 0.2 to 0.5 [15]. A largerα allows forward ants
to select a next hop node in accordance with local traffic
condition. As a consequence, path convergence becomes
hard to accomplish. On the contrary, withα close to 0, a path
traversing congested links would be established. A forward
ant whose travelled hop count reaches the predetermined
TTL is discarded at a node.

A forward ant changes to abackward antwhen it reaches
the destination noded and returns to the source nodes
following the path that the forward ant traversed while
updating pheromone values at visited nodes. The pheromone
value τknd for neighbor noden ∈ Nk at nodek is updated
by Eq. (3).

τknd ←
{

τknd + r(1− τknd) (n = f)
τknd − rτknd (n ∈ Nk − {f})

(3)

f corresponds to the previous node that the backward ant
visited just before arriving at nodek, i.e. the first node of
the path from the node to the destination node.r reflects the
goodness of the path, which is calculated on the transmission
delay from nodek to the destination noded. The shorter
the path is, the largerr is. Consequently, the shortest path
among paths that forward ants found has the largest amount
of pheromones and attracts most of forward ants.

A data message also selects a next hop node based on
pheromone values, where the selection probabilityRk

nd that
neighbor noden is chosen as a next hop node for destination
node d is given as (τk

nd)
ϵ∑

j∈Nk
(τk

jd
)ϵ

(ϵ ≥ 0). Therefore, data

messages follow the shortest path established by forward
and backward ants. For further details of AntNet refer to
[17].
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III. A NTNET ROUTING MECHANISM WITH

AUTONOMOUSZONING

In this section, we propose an ant-based routing mecha-
nism with autonomous zoning to limit the area of exploration
of forward ants and accelerate path convergence. First we
give an overview of our proposal and then the following
sections describe details.

A. Overview

In our proposal, there are two types of forward ants, called
exploration antsandmaintenance antsas illustrated in Fig.
1. To establish a path to a destination node, a source node
sends exploration ants at regular intervals. An exploration
ant wanders looking for a destination node like a forward
ant of AntNet, but it has a new role to determine a border
of zones. When the TTL expires, an exploration ant sets the
halfway node aborder node. We call an area surrounded by
border nodeszone.

An exploration ant setting a border node changes to a
backward ant and returns to the source node while leaving
pheromones on visited nodes in similar to a backward
ant of AntNet. Then, on receiving the backward ant the
source node begins sending maintenance ants in addition
to exploration ants to maintain and improve the path to the
border node. Each maintenance ant goes to a border node
by selecting next hop nodes in a stochastic manner like a
forward ant and returns to the source node as a backward ant
to update pheromone values. Simultaneously an established
border node begins sending exploration ants to look for a
destination node. They also set border nodes on expiration
of TTL and go back to the border node. On their return,
the border node sends maintenance ants to maintain paths
to new border nodes. By repeating the exploration, border
nodes are scattered over a network among which the shortest
path is established by maintenance ants.

When any exploration ant finds a destination node, a
backward ant returns to its originating border node. It raises
the ceiling of the amount of pheromone at nodes on the
path so that those nodes can deposit more pheromones than
nodes on other paths. The backward ant eventually returns
a border node from which the corresponding forward ant
departed. Then backward ants which depart from the border
node also begin raising the limit at nodes on the path to
the previous border node. Consequently, a chain of paths
from the source node to the destination node have stronger
pheromones than other paths leading to nodes other than the
destination node. Finally, the source node starts emission of
data messages.

Each node has a pheromone tableT k as routing informa-
tion. T k = {T k

d } whereT k
d is a list of pheromone values

τknd for all neighbor noden ∈ Nk for destination noded,
i.e. T k

d = {τknd}. Nk is a set of neighbor nodes of nodek.
T k
d is made when nodek has or receives a message to send

to destination noded and discarded when it is not used for

Figure 1. Snapshot of our proposal

a fixed period of time, i.e. 100 times as long as an interval
of ant emission. At the beginning,τknd is initialized to 1

|Nk| .
The pheromone value is updated by backward ants, but we
set limits on the amount of pheromones that a node can
deposit. The pheromone value used for next-hop selection
by ants and data messages.

B. Path Exploration and Autonomous Zoning by Exploration
Ant

When a source node intends to start a new session to
a destination node for which it does not have routing
information, it first generates|Nk| exploration ants and sends
one exploration ant for each neighbor node at the same
time. Then, it keeps sending an exploration ant per interval
of ∆t. An exploration ant looks for a destination until the
number of travelled hops reaches the given TTL of2ρ hops.
If there is no pheromone for destinationd on the arrived
node, an exploration ant chooses a next hop node at random
by Eq. (1). Otherwise, it chooses a next hop node based
on the probabilitypnd given not by Eq. (2) but by Eq. (5),
which will be explained later. In the course of the search, an
exploration ant records all visited nodes in a visiting order.

If an exploration ant cannot find a destination node or does
not arrive at a border node within2ρ hops, it returns to the
node visited atρ-th hop from the source node and appoints
the node as a border node. A border node remembersρ as
its distance from the source node. To avoid placing border
nodes next to each other, an exploration ant does not set
a border node if there exists any of source, border, or
destination node in the immediate vicinity. In this case, an
exploration ant immediately dies. Otherwise, an exploration
ant which set or arrived at a border node changes to a
backward ant and returns to the source node. Each node
that receives a backward ant from neighbor nodef updates
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pheromone values for destination noded by

τknd ←


min(τknd + r(1− τknd), θ) (n = f)
max(τknd − rτknd,

τknd − rτknd +
τk
nd+r(1−τk

nd)−θ
|Nk|−1 ) (n ∈ Nk − {f})

(4)
whereθ is an upper limit of the amount of pheromone and
it is set asθ = θl (0 < θl < 1). An exploration ant reaching
a destination node also becomes a backward ant, but its
behavior is different from a backward ant of AntNet and
will be described in section III-D.

Similarly to a source node, a new border node generates
|Nk| exploration ants and sends one exploratory ant for each
neighbor node at the same time. Then, it keeps sending
one exploration ant per interval of∆t. An exploration ant
sent from a border node looks for a destination node, sets
a new border node, and changes to a backward ant as
an exploration ant from a source node does. In this way,
border nodes are distributed in a network. An exploration
ant remembers the distance of the originating border node
from the source node. A new border node created by the
exploration ant considers its distance as the sum of the
distance of the previous border node that the exploration ant
remembers and the number of hops that the exploration ant
made from the previous border node. Therefore, the distance
that a border node remembers is always a multiple ofρ. The
distance information is used to avoid making a path going
back to the source node. When an exploration ant arrives at
a border node which is not the originating border node, it
first compares its distance from the source node with that
of its originating node. If the arrived border node is closer
to the source node, it immediately dies. Otherwise it returns
to the originating border node as a backward ant.

In order to scatter border nodes, i.e. bases of exploration,
over a network an exploration ant selects a next hop node by
avoiding pheromones that show a path to other border node.
For this purpose, we use the following equation to give the
probabilitypnd that an exploration ant whose previous node
is f chooses neighbor noden ∈ Nk − {f} as a next hop
node for destination noded at nodek [20].

pnd =

1
τk
nd∑

j∈Nk

1
τk
jd

− 1
τk
fd

(5)

If nodef is the only neighbor node of nodek, an exploration
ant moves to nodef .

C. Path Maintenance by Maintenance Ant

On reception of a backward ant, a source node and
border nodes start sending maintenance ants to all neigh-
bor nodes whose pheromone valueτknd is larger than the
initial pheromone value, i.e. 1

|Nk| , at regular intervals∆t.
A maintenance ant chooses a next hop in accordance with
the amount of pheromones to maintain an existing path to a

border node. A maintenance ant whose travelled hop count
reaches the given TTL, i.e.2ρ hops, is discarded at the node.

The probabilitypnd that a maintenance ant which arrives
at nodek from nodef chooses neighbor noden ∈ Nk−{f}
as a next hop for destination noded is given by Eq. (6).τknd
shows the pheromone value for neighbor noden ∈ Nk at
nodek for destination noded.

pnd =
τknd∑

j∈Nk
τkjd − τkfd

(6)

If nodef is the only neighbor node of nodek, a maintenance
ant moves to nodef .

Similarly to an exploration ant, a maintenance ant reach-
ing a destination node becomes a backward ant to raise the
ceiling of pheromone values and leave pheromones as will
be described in section III-D. A maintenance ant becomes
a backward ant to reinforce its path when it arrives at a
border node except for the case that the arrived border node
is closer to the source node than the originating border node.

D. Construction of Paths between Source and Destination

In our proposal, paths are constructed and maintained
on a per zone basis. A path from a source node to a
destination node is established as a chain of those sub-paths
of zones which lie between them. So that maintenance ants
and data messages are concentrated on the path leading to
the destination node, we need to differentiate it from other
paths on each node. For this purpose, we put another upper
limit θh (0 < θl < θh = 1) on the amount of pheromone
deposited at a node.

An upper limit of θl is applied to allτknd when nodek
makes entryT k

d for a new session to destination noded.
Eventually nodek receives a backward ant departing from
a destination node or a next border node to a destination
node if its zone is located between the source node and the
destination node. Then, it raises the ceiling toθh and stops
sending exploration ants. At the same time, the border node
sets a timer at ten times as long as∆t, an interval of ant
emission. The timer is restarted when it receives either of
an exploration ant, a maintenance ant, or a backward ant
with a role of threshold raising. When the timer expires, the
threshold returns toθl.

In addition to the favoring mechanism, we have a pruning
mechanism to reduce redundant border nodes after a path
from a source node to a destination node is found. A border
node usingθl starts a pruning timer at 100 times as long as
∆t when it receives an exploration ant or a maintenance ant
departing from a border node usingθh. It implies that the
border node is located at the border of zone having a path to
the destination node but not on the path itself. The pruning
timer is cancelled and discarded when the border node can
raise the threshold toθh. When the pruning timer expires
on the other hand, it stops generating both of exploration
ants and maintenance ants. Then, it moves to a standby
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state. In the standby state, as explained in section III-A, a
node set another timer, waits for its expiration, and discards
the pheromone listT k

d on timer expiration. In addition a
border node which receives a backward ant departing from
a border node in the standby state also starts a pruning timer.
It eventually moves to the standby mode unless it raises the
threshold until timer expiration and finally discardsT k

d . In
this way, zones next to those zones constituting a path to the
destination node disappear first and then pruning proceeds
to the edge of a network.

IV. SIMULATION RESULTS

We evaluate and compare our proposal with AntNet and
HOPNET from viewpoint of the convergence time, path
length, and control overhead.

A. Simulation Setting

We change the size of network while keeping the node
density. We experimentally distribute 150 nodes at random
locations in the area of 200 m×200 m. We call this setting
scale = 2. Then, we consider different sizes fromscale = 1
(100 m×100 m) to 10 (1,000 m×1,000 m). Independently
of the size of network we set the communication range at
30 m and the one-hop transmission delay at 2 msec. We
appoint a node at the top-left corner as a source node and
one at the bottom-right corner as a destination node. The
interval∆t of control message emissions is set at 10 msec
in AntNet and our proposal. The TTL parameterρ is set at 3
in our proposal. Other parameters of AntNet and HOPNET
are set in accordance with their default settings [15], [19].
Data messages are not generated in simulation experiments.

Regarding performance measures, the convergence time
is defined as the time from the beginning of a simulation
run where no routing information exists in a network till
when the same path is selected for 10 consecutive times
or a cyclic selection of the fixed set of paths in the same
order, e.g. path A, path B, path C, path A, path B, and path
C, for 100 consecutive times. Convergence check is done
everytime a backward ant reaches a source node. In the case
of HOPNET, reactive path establishment is performed for a
destination node outsize a zone. Therefore in our simulation
we first allow nodes to proactively establish paths within
zones for 300 msec. Then we start construction of a path
from the source node and the destination node. Taking into
account this the convergence time of HOPNET is defined as
the time from 300 msec to convergence. The path length is
defined as the number of hops of a created path. The control
overhead is defined as the total number of travelled hops of
control messages until convergence.

Figure 2 shows an example of paths created by AntNet
and our proposal in networks ofscale = 3. Each small dot
corresponds to a node and double circles are border nodes.
A filled circle at a top-left corner is a source node and one at
a bottom-right corner is a destination node. Each thin line

Figure 2. Examples of established path

means that nodes of its ends can communicate with each
other, that is, they are neighbors. Thick lines show a path
established by ants. In the figure, the path length of AntNet is
49 hops and that of our proposal is 25 hops. In the following
figures, we show results averaged over 100 simulation runs
for eachscale except for cases that convergence cannot be
achieved by the end of a simulation run.

B. Comparison with AntNet and HOPNET

Figure 3 shows the average convergence time against dif-
ferentscale setting. As shown in the figure, the convergence
time of our proposal is much smaller than that of AntNet
because path convergence is accelerated by zoning. In ant-
based routing, a path has to accumulate pheromones as fast
as possible and distinguish an appropriate neighbor node
from other neighbors in next-hop selection for faster con-
vergence. However, in AntNet, nodes on a path have to wait
long for a backward ant to come from a distant destination
node in order to increase the amount of pheromone. While it
is waiting, forward ants visiting the node randomly choose
a next hop node. Then, there appear multiple paths from
a source node to a destination node, which disturbs fast
convergence. In addition, a forward ant explores the whole
area with AntNet. It delays the discovery of a path. On
the contrary, because of zoning, exchanges of forward and
backward ants are limited within a zone with our proposal.
The length of path connecting a pair of a source node and
a border node, two border nodes, or a border node and a
destination node, is considerably shorter than a path between
a source node and a destination node. As a result, the speed
of reinforcement of a path is much faster with our proposal
than AntNet. In conclusion our proposal is more scalable
than AntNet.

HOPNET converges the fastest among the three mech-
anisms. The first reason is that paths within a zone have
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Figure 3. Average convergence time
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Figure 4. Average path length

already been established before a session starts in our
simulation. In addition, with HOPNET a source node sends
forward ants to all nodes at a border of its zone if it does not
have routing information for a destination node. The greedy
exploration is repeated by border nodes and as a result the
fast path discovery is accomplished. Finally, HOPNET uses
a path which is found first and does not search for a better
path. Therefore, when a path is found, HOPNET converges.

We also evaluate the path length constructed by each
mechanism in Fig. 4. Since HOPNET conducts greedy
and exhaustive search, the length of a path becomes close
to the optimal shortest path. Compared with AntNet, our
proposal constructs shorter paths. Whereas exploration ants
with AntNet search for a destination node making a random
walk across the whole network and often make an indirect
path as shown in Fig. 2, our proposal gradually expands
the scope of exploration by pushing the front line consisting
of border nodes from which exploration ants perform local
search. Furthermore, our proposal does not allow exploration
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Figure 6. Average of overhead per unit time

ants to go back to a source node. This mechanism also
contributes in making a shorter path than AntNet. However,
a chain of border nodes does not always form the shortest
path from a source node to a destination node. As a result,
the path length with our proposal is slightly longer than that
of HOPNET. Figures 3 and 4 show that HOPNET is the
best among three, but it is at the sacrifice of considerable
overhead as will be shown in the next.

Finally, Fig. 5 shows the average overhead, i.e. the total
number of hops of control messages before convergence.
A reason why HOPNET incurs significant overhead is that
it conducts a greedy and exhaustive search by multicasting
control messages. The control overhead of our proposal is
larger than that of AntNet because of zone-based search
and introduction of two types of ants. We also evaluate
the amount of overhead per unit time, which is derived by
dividing the amount of overhead by the convergence time for
each ofscales, in Fig. 6. As shown in the figure, HOPNET
puts the considerable control overhead on a network during
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the short period of time of path establishment. It easily
causes heavy congestion and both of path establishment
and data communication would fail. In conclusion HOPNET
is not scalable to a large network with many nodes and
many sessions. On the contrary, the instantaneous overhead
is small with our proposal. A reason that the overhead per
unit time is quite small with AntNet is that it takes long to
converge.

C. Influence of parameterρ

In our proposal, convergence is accelerated by limiting the
area of exploration with parameterρ. We conduct simulation
experiments by changingρ from 2 to 5 in networks of
scale 5, 7, and 9 to investigate the influence ofρ. Figure
7 shows that the average convergence time increases with a
larger ρ independently of the size of a network as can be
presumed from a curve of AntNet in Fig. 3. Furthermore,
the average path length is not affected by parameterρ as
shown in Fig. 8 and the average overhead is the smallest
with the smallestρ as shown in Fig. 9 independently of the
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Figure 9. Parameterρ and average overhead

scale of a network. In conclusion,ρ = 2 provides the best
performance particularly with the current setting.

A reason that parameterρ has little influence on the aver-
age path length is as follows. Each exploration ant explores
the area avoiding pheromones based on the probability given
by Eq. (5) to scatter border nodes. Eventually border nodes
are densely distributed in a network independently of the
value ofρ. The numbers of border nodes at convergence are
155.5, 147.4, 146.3, and 146.0 withρ = 2, 3, 4, and 5 in
a networkscale = 5, respectively. As a result, the lengths
of paths constructed by connecting border nodes become
similar to each other. Finally since the time required for path
establishment to converge increases with a largerρ as shown
in Fig. 7 and control messages are generated throughout the
time, the average control overhead increases with a larger
value ofρ.

V. CONCLUSION

In a self-organizing system, the global pattern emerges as
a consequence of mutual interaction among individuals. In a
case of ant-based routing, a path is constructed through inter-
action among ants mediated by pheromones. In this paper,
as an example of controlled self-organization, we propose
and evaluate a mechanism to accelerate path convergence
of AntNet by limiting the search space. Simulation results
show that our proposal can facilitate path establishment and
make ant-based routing more scalable to the size of network.

As discussed in [21] self-organization can also be ac-
celerated by prediction. We now consider controlled self-
organization with prediction by extending our proposal,
where each ant determines its behavior by predicting future
direction of self-organization from locally available infor-
mation.
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