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SUMMARY Internet behavior is becoming more complex due to ever-
changing networking technologies and applications. Thus, understanding
and controlling the complex behavior of the Internet are important for de-
signing future networks. One of the complex behaviors of the Internet is
traffic dynamics. Previous studies revealed that flow control in the transport
layer dfects the trlic dynamics of the Internet. However, it is not clear
how the topological structure impactsftia dynamics. In this paper, we
investigate packet delay dynamics anditeefluctuation in ISP router-level
topologies where the degree distribution exhibits a power-law nature, and
the nodes interact via end-to-end feedback control functionality. We show
the packet delay dynamics of the BA topologies generated by the 8girab
Albert (BA) model and the ISP router-level topologies. Simulation results
show that the end-to-end delay distributions exhibit a heavy tail in the TCP
model. Moreover, the number of links with highly fluctuating queue length
increases dramatically compared to that in the stop-and-wait model. Even
in this case, the high-modularity structures of the ISP topologies reduce the
number of highly fluctuating links compared with the BA topologies.

key words: Power-law degree distribution, ISP router-level topology, Traf-
fic dynamics, TCP

1. Introduction

Dynamic interactions among various network-related proto-
cols as a result of functional partitioning make the Internet
a complicated system whose details af@idilt to confirm
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same degree distribution [4,5]. They pointed out that dif-
ferences in structures lead tofférences in the amount of
traffic that the network accommodates. Moreover, the struc-
tures of power-law topologies alsfect the performance of
networking mechanisms, such as routing mechanisms [6].
These studies indicate that the power-law degree distribu-
tion alone does not determine network-level performance.
That is, topological structure properties other than the de-
gree distribution are essential to discuss the performance of
networks [4, 7].

In previous studies, the relationship between the statis-
tical properties of Internet tfiic and end-to-end flow con-
trol has been discussed. In Refs. [8,9], it is revealed that In-
ternet trdfic exhibits long-range dependence (LRD), where
traffic fluctuation appears to be independent of measurement
time scale. Various studies have investigated the reasons
for LRD. One of the reasons is flow control in the transport
layer, such as TCP [10-12]. However, these studies deal
with small, simple topologies.

It has been revealed that end-to-end flow control func-
tionality of TCP sessiond®ects trdfic dynamics through an
interaction at a single link. In large-scale topologies, TCP

because of its large-scale, heterogeneous structure. One Afessions interact with each other over all links. Neverthe-

the complex behaviors of the Internet isfti@ dynamics.

less, previous studies on design and performance evalua-

For example, flow control and congestion control of TCP tjon of a large-scale topology [13, 14] have not considered
can cause short-range and long-range dependence of trafhe end-to-end feedback control functionality provided by
fic [1]. Ever-changing networking technologies and appli- transport layer. We therefore investigate theftcadynam-
cations make the behavior of the Internet more Complex [2], ics in |arge_sca|e topo|ogies where the topo|ogica| struc-
thus, understanding and controlling the complex behavior of tre greatly &ects the network performance. More specif-
the Internet are important for designing future networks. ically, we investigate triéic dynamics on ISP router-level
Although the statistical properties of networkitiaare  topologies (ISP topologies) where the degree distributions
hard to capture, studies have revealed that the degree dlStrlexh|b|t a power-]aw nature, and the nodes interact via end-
bution of the Internet topology follows a power law. That is, to-end feedback flow control functionality. First, we show
the probability that nodes havirdinks exist is proportional  the packet delay dynamics and compare the results agains
tok™ (y is constant). Barasi et al. proposed the Bai@-  the BA topologies generated by the BA model and the ISP
Albert (BA) model to generate power-law topologies hav- topologies. We then discuss how the interaction between
ing power-law degree distributions [3]. Li et al. showed the structures of topologies and the flow contrdfeets the
several tOpOlOgieS that havdl@irent structures but have the end-to-end de|ay distribution and the appearance of LRD in
*Graduate School of Information Science and Technology, Os- the queue length for each link. The results show that the
aka University, 1-5 Yamadaoka Suita-shi, Osaka, 565-0871, JapanT CP flow control makes the queue length of links in the
TINTT Communication Science Laboratories, NTT Corpora- network fluctuate because TCP tries to use available band-
tion, 2-4 Hikaridai Seika-cho Soraku-gun, Kyoto, 619-0237, Japan width. However, we show that the queue length of many
a) E-mail: t-hirayama@ist.osaka-u.ac.jp links does not fluctuate regardless of TCP in the ISP topolo-
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¢) E-mail: ken@cslab.kecl.ntt.co.jp gies. This phenomenor_l is due tq the hlgh-modularlty strup-
ture of the ISP topologies. We investigate the relationship
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tion. We find that topologies with high-modularity struc- 8
tures have a lower number of highly fluctuating links.
This paper is organized as follows. We introduce re- N8
lated work in Section 2. In Section 3, we show the network § [ Fs Ré R
model that we used for the simulations. In Section 4, we g 4T
evaluate the influence of the power-law topologies and TCP § B
flow control. Finally, in Section 5, we conclude this paper e 27
and mention future work. £
£ oA 12 R3 R4
E=
2. Related Work S I T P | B !
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. Participati fficient, P
2.1 Structural Properties of Power-law Networks articipation coetielent,
R1: Ultra peripheral R5: Provincial hubs
R2: Peripheral R6: Connector hubs
. R3: Non-hub connectors R7: Kinless hubs
Recently, there have been a considerable number of stud- R4: Kinless nonhub

|es_|nvest|gat|ng power-law netV\{or_ks WhO_Se degree distri- Fig.1 Classification of node function by participation ¢eent and
bution follows a power law. Bardsi et al. introduced the  yjthin-module degree

BA model as a method for generating a power-law topology

in Ref. [3]. The BA model generates a power-law topol- N 5

ogy based on two rules: one is incremental growth, and the P 1_ Zm: (E) 2)
other is preferential attachment. The resulting power-law ! — ki |’

networks have two main characteristics. First, many nodes 5=

have a few links, and a few nodes, so-called hub nodes, havavhereks represents the fraction of links connecting with
many links. Second, the average length of the shortest pathgodes in modules andNm represents the number of mod-
between nodes is small. Many studies have investigatedules. Thatis, when all the links of nodeonnect with nodes
topological properties appearing in the BA model or its vari- belonging to the same modusg P; becomes 0. Figure 1
ants. However, when router-level topologies are concerned shows that the roles of nodes are categorized by the values
the BA model, where links are attached based on a pref-0f Z; andP;. Depending on the values &fandz, the role
erential probability, does not emulate the structure of ISP of the node is categorized into several classes. For exam-
topologies. We have compared the structurfiedences of ~ ple, whenz; is large andP; is relatively large, the nodenhas
the AT&T topology measured using the Rocketfuel tool [15] many links connecting to other modules. Thus, the riade
and the topology generated by the BA model [16]. The re- categorized as@onnector hubOn the other hand, @rovin-
sults indicate that the design principles of networks greatly cial hubnode has larg&; and smallP;; that is, it has many
affect the structure of the ISP topologies: Design principles links connecting with nodes in the same module.
determine the node functionality, which in turn determines Figure 2(a) and Fig. 2(b) show the results of applying
the connectivity of nodes. Guimer's method to the BA topology and the AT&T topol-

In [17], Guime& et al. proposed a classification 0gy. The module is calculated using the method in [18]. In
method of node functions. In this method, a network is di- Fig. 2, the vertical axis indicates within-module degie
vided into multiple modules, and the within-module degree, and the horizontal axis the participation éieentP. Look-

Z, and the participation céiécient, P;, are defined for each  ing at Fig. 2(a), we observe that the BA topology has many
node. Assuming that the nodéelongs to a moduls, the connector hub nodes that connect between modules. How-

within-module degre&; of nodei is defined as ever, Fig. 2(b) shows that there are few connector hubs in
the AT&T topology.
ki — <kg>
4 = os @) 2.2 Trdhic Dynamics in Power-law Networks

wherek; is the degree of the nodeks > represents the aver- Some studies have investigated ffialevel behavior in
age degree in modukg, ando s is the variance of the degree  topologies having power-law degree distributions [13, 19].
distribution of nodes in modulg. We consider hub nodes Reference [13] demonstrates that congestion spreads easil
as the nodes witl; greater than or equal to 2.58. That is, over BA topologies because of their low diameter. Low-
when we assume the standard normal distributioiZfotop diameter fects also appear in the queuing delay distribu-
0.5% nodes are hub nodes and the remaining nodes are nortion of these topologies. They show that the queuing de-
hub nodes. Note that the distribution&fis not always the  lay distribution of BA topologies has a long tail. The ef-
normal distribution. However, we use 2.58 to distinguish fect of end-to-end flow control in the topology obtained by
hub nodes having a much larger number of out-going links the BA model has also been investigated [19]. The authors
in the module and non-hub nodes. examined TCP control with LRD input tifz&c and Poisson
The participation co@icient P; of nodei is defined as input trafic and revealed that the average end-to-end delay
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T T
Hub Line . .
o . 3. Simulation Model

3.1 Network Topologies

For the simulation, we use several ISP topologies using the
Rocketfuel tool [15] and BA topologies generated by the BA
model. BA topologies are generated such that the numbers
of nodes and links are the same as the corresponding ISF
2L ‘ ‘ ‘ ‘ topologies. In Ref. [4, 7], it is shown that the BA model is
0 0.2 04 0.6 0.8 1 . . .
Patticipation Coefficieat, P insuficient to_ m0(_jel ISP topologies. However, we use thg
() The BA topology BA topology in th|§ paper, pecause one .of our purposes in
the current paper is to clarify the essential structure of ISP
R topologies that characterizes theirffra dynamics by com-
10 7 paring with the BA topology. The Rocketfuel is a topol-
ogy measurement tool based araceroute. Note that the
authors of Ref. [15] pointed out that the Rocketfuel might
or i not cover some parts of ISP topologies. Even when the
4t E Rocketfuel misses some of routers, it igfstient to inves-
N @%ﬁﬁ# """ T tigate trafic dynamics because the Rocketfuel provides ac-
#ﬁﬁi% %ﬂt g tive paths, including MPLS-based paths, between routers.
% The actual ISP networks may have some routers invisible
2 0 0 v ” ! from traceroute. We believe that the routers are used for
Participation Coefficient, P a backup purpose because they are placed on the inactive
(b) The AT&T topology path for Internet users.

In the following simulation, we first evaluate and com-
pare the AT&T topology with the corresponding BA topol-
ogy to identify the essential structure of ISP topologies that
characterizes their tfiac dynamics.

Within-module Degree, Z

Within-module Degree, Z

Fig.2 Classification of node function in each topology

3.2 Packet Processing Model of Nodes

Each node has limited [ffiers at each outgoing link. When
sharply increases for both types of inpufli@since packets  a packet arrives at a given node and when the node is the
concentrate more at hub nodes in the BA topology. Previouspacket’s destination, the node removes the packet from the
studies have used topologies generated by the BA model ometwork. Otherwise, the node selects the next node based or
its variants. However, even when the degree distributionsa minimum hop routing algorithm and forwards the packet
of some topologies are the same, their more detailed charto a bufer of an outgoing link connecting to the next node.
acteristics are often quiteftierent. As discussed in Section Each outgoing link sends packets to the next node based or
2.1, the BA model does not adequately describe the structuré=IFO and a drop-tail queuing discipline, deliveri@gpack-
of ISP topologies. This clearly indicates that the power-law ets per unit time. Note that capacity of links is heteroge-
degree distribution alone does not determin#itrdevel be- neous in actual ISP topologies. However, we use the same
havior in ISP topologies. link capacity to evaluate tfAc dynamics induced only by

Traffic dynamics has received great interest from the topological structure. Here, we do not use dynamic rout-
networking research community. It has been revealed thating; i.e., each packet traverses the shortest path calculatec
Internet wide-area and local-areaffira can show LRD or  beforehand. When multiple shortest paths to reach the des-
self-similarity [8]. That is, network tific exhibits a large  tination are found, the next node is determined by a packet's
variability even at a wide range of time scales. Recently, source node. According to Ref. [20], fii@ fluctuation
these statistical properties have also been observed in peecaused by TCP-like flow control appears in short time scales
to-peer tréfic [9]. In Refs. [10,11], TCP flow control is con-  such as the round trip time (RTT). So, we use a static routing
sidered to be the cause of LRD in Internefiia Simulation strategy.
results of Ref. [12] show that LRD is still observed when
the stop-and-wait protocol is used instead of TCP. That is, 3.3 Flow Control between End Hosts
the flow control functionality is an essential factor for the
cause of LRD. However, these studies deal with small, sim- We examined stop-and-wait model and TCP model for flow
ple topologies. Thus, we investigated how the structures ofcontrol between end hosts. The stop-and-wait model is in-
topologies impact the tfic dynamics. troduced to clarify the impact of flow control functionality
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of TCP. In the simulation, pre-specified numbers of sessions ~ 'aPle 1 The simulation parameters used in the TCP model

are created between nodes. Source and destination nodes are < _BUffer_SiZIe : 1,000 pa_c‘“:@
randomly selected and each session arrives at a node pair ession arrival ratelj | 1 sessiort unit oftime
. . . Maximumcwnd 10 packets
according to the Poisson process with mean raté&each Link capacity C) 3 packets unit of ime
session always has data to send during the simulations, i.e., Simulation time 300,000 units of time
once a session is generated, it continues to send data to des-

tination node until the simulation ends.

) 4. Dynamics of TCP in Power-law Networks
3.3.1 Stop-and-Wait Model
In this section, we show the results of simulation for TCP

In this model, when a source node sends a DATA packet toanOI _dlscus_s the end-_to-eno_l delay an<_j queue-length fluctua:
tion in detail. In the simulation, each link can transfer three

its destination node, the source node stops sending a new o )
ket until th rce node receives th knowledaem nPackets per unit time. The other parameters are summarizec

packet u e source node receives the acknowledgement ' -\

(ACK) packet from the destination node. If a source node

does not receive the ACK packet within the retransmission

time out (RTO) period, the source node thinks that packet

loss has occurred and resends the packet. The time-out p

riod is defined based on the RTT and is doubled for ever

time out.

4.1 End-to-End Delay Distribution

eIfigure 3 shows the end-to-end delay distribution of the BA
y (AT&T) topology and the AT&T topology. The end-to-end
delay represents one-way delay for DATA or ACK packets.
In this figure, the end-to-end delay distribution in the stop-
3.3.2 TCP Model and-wait model (the number of sessions is 100,000) is also
plotted. From comparison with the stop-and-wait model,
end-to-end delay gets larger in the TCP model. Inthe AT&T
In this model, source nodes control the amount of DATA topology, when the number of sessions is 10,000, packets
packets based on the slow start and congestion avoidanctake longer to reach their destinations compared with the
algorithms. The slow start and congestion avoidance algo-BA topology. In contrast, the end-to-end delay distribution
rithms are basic flow-control functions of TCP. If the win- of the BA topology changes drastically when the number of
dow size is lower than the slow start threshodcsthresh, sessions is 100,000. It has a long-tail distribution; i.e., many
the source node uses the slow start algorithm. When thepackets take a long time to reach their destinations. End-to-
source node receives an ACK packet, it extends the con-end delay of less than 500 time units is hardly observed in
gestion window ¢wnd) by one packet size{segment size, the BA topology. However, the end-to-end delay distribu-
sms$ and sends two new DATA packets to the destination tion of the AT&T topology does not vary widely when the
node. If the window size exceedsthreshthe source node  number of sessions increases.
uses the congestion avoidance algorithm. When the source  The reason for this is that the congestion tends to oc-
node receives an ACK packet, it extends the congestion win-cur in the BA topology when TCP is applied. The term
dow by Ycwnd and it sends an adequate number of DATA "congestion” means that a iar is occupied by packets and
packets to the destination node. In our model, the conges-cannot receive any more packets. To explain the reason
tion window size does not exceed a pre-decided maximummore clearly, we show the number of congested links de-
window size. If the source node does not receive any ACK pendent on each time step in Fig. 4. The figure shows that
packet within the RTO period, the source node recognizesthe frequency of congestion in the BA topology is about 4
that serious congestion has occurred. The source node retimes larger than that in the AT&T topology. As discussed
sends the lost DATA packet and reduces the congestion win-in Section 2.1, the BA topology has many connector hub
dow by one packet size. The time-out period is defined in nodes, and the connector hub nodes transfer a large amoun
the same way as in the stop-and-wait model. of packets between modules. Packets concentrate at connec
In addition, we use the fast retransmit and fast recov- tor hub nodes in the BA topology. Thus, the links connected
ery algorithms defined by RFC 2581 [21]. The source node to connector hub nodes tend to be congested. Since mos
uses the fast retransmit algorithm when it detects packet los®f sessions concentrate on the connector hub nodes and th
and light congestion by the arrival of three duplicate ACKs. congested links, the end-to-end delay distribution of the BA
When the source node receives the third duplicate ACK, it topology has a long tail.
reduces the congestion window to half and resends the lost
DATA packet. After the retransmission, the source node ex-4.2 Queue Length Fluctuation
tends the congestion window based on the fast recovery al-
gorithm. The source node keeps extending the congestiorNext, we evaluate the fluctuation of queue length. If queue
window by one packet size as long as it receives the samdength of a link fluctuates drastically, a session encounters
duplicate ACKs. a temporal congestion on the link, which leads to a packet
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drop and a longer delay. We evaluate the fluctuation usingyating links compared with the results of the BA topology.
the Hurst parameteH, 0.5 < H < 1) by applying the S To see the relation between the Hurst parameter and
plot method [22]. The Hurst parameter represents the degreqgpological structure in the AT&T topology clearly, we show
of LRD. High Hurst parameter means that queue length of the ratio of links that take highl values d > 0.8) in Table

the link highly fluctuates. _ 2. When the number of sessions is small, the queue length of
 Details of the RS plot method are as follows. First, we  the links that connect two regions fluctuates drastically. That
defineR/S(n) as is, inter-module links tend to have highly fluctuating queue

R/S(N) = 1/Sa[max(Q Wy, W, - - -, W) 3) lengths. This is because many packets concentrate at inter.

) module links. As the number of sessions gets higher, the

= min(0, Wi, W, - -, Wh)], gueue length of the links that connect inside a region fluc-

Wi = (Xg + Xz + -+ + X)) — kX(n), tuates, whereas the Hurst parameter of inter-module links
decreases. That is, the fluctuation spreads to tributary links

where Ky : k=1,2,---,n) is an observation data se{(n) of the bottleneck

represents the mean value, a®grepresents the standard
deviation of the data seX. By estimatingR/S(n) for an
observation scale and plotting the correlation between
andR/S(n), we can observe the statistical dependence over
time. We set the observation scalendfom 1/213 to 10
time units and use the time series of queue length extracte
from the last 100,000 time units of simulation. The slope of
the fitted curve of the correlation functioan*, represents
the Hurst parameter of a skt

Figure 5 shows Hurst parameters for each link. The
y-axis represents the Hurst parameter and the x-axis repre-
sents its rank in a descending order. In this figure, the results
for the stop-and-wait model are also added. Looking at this Q= Z(ai _ aiz)’ @)

1

4.3 Fluctuation Reduction fiect of High-Modularity
Structure

dn the previous section, we showed that the structure of the
AT&T topology reduces the number of fluctuating links. In
this section, we examine the relationship between the mod-
ularity of topologies and the fluctuation reductidifieets of
those topologies.

Newman et al. [23] defined a modularity valu@)(as

figure, we observe that the number of links that take high
Hurst parameters increases in the TCP model. Besides, we
observe that the AT&T topology reduces the number of fluc- whereeg; is defined as the number of links connecting nodes
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Table 3  Simulation results of ISP topologies

11 ‘ —
1 ——— Smpand\p’gg """" i Topology Nodes | Links | Modularity fIFfJ?:ttiSa(t)ifngigI]irr]lll{s
£ ol BA%print 467 | 1280 —p55 0.81
2 o6l sAvero—| 817 | 1874 —g7e 577
saTos| 2% | %% 07 078
0.4 ‘ ‘ ‘ ‘ ‘

0 500 1000 1500 2000 2500
Rank of Hurst Parameter

(a) The BA topology sessions is 87,320 in the Telstra topology and the BA Tel-

stra topology due to limit of the number of node pairs. In
Sop and Wi Table 3, the ratio of highly fluctuating links for each topol-
TCP ------- , ogy is also presented. We observe that each ISP topology
reduces the number of fluctuating links compared with the
results of the corresponding BA topologies. We also ob-
serve that each ISP topology has higher modularity value
. than the corresponding BA topology. These results indicate
that topologies having high-modularity structure reduce the
number of highly fluctuating links, as we observed in the

Hurst Parameter

i AT&T topology.
0.4 To see the impact of modularity structure more clearly,
0 500 1000 1500 2000 2500 . . . .
Rank of Hurst Parameter we investigate queue fluctuation on three topologies that
(b) The AT&T topology have the same number of nodes and links to the AT&T

topology, but have dierent modularity values. We gener-
Fig.5 Correlations between Hurst parameter and rank of Hurst parame- ated three topologies havitg(=523) nodes an (=1,304)
ter links, minter-modules links, and then control the modular-
ity value by changingn. More precisely, we generated the

Table 2  The ratio of highly fluctuating links in each topology three topologies through following steps.
Topology 10,000 sessions 100,000 sessions 1. Generates 10 sub-networks each of which consists of
Total | Inter | Intra | Total | Inter | Intra -m . )
BAtopology | 0.54 | 0.19 | 0.35 | 0.88 | 0.30 | 0.58 — nodes an 0 links and is connected based on
AT&T topology | 0.39 | 0.080 | 0.31 | 0.50 | 0.066 | 0.44 fhe BA model.

2. Considers each sub-network as a module.

of modulei divided by the number of all links. While; is
defined as the number of links that have one or both vertices
inside of module divided by the number of all links. The
module is calculated using the method in [18]. According
to this definition ofQ, high Q value means that the topol- As the number of inter-module links increases, the
ogy has high modularity structure, that is, some modules modularity value decreases. The modularity values of the
are connecting with each other by a few inter-module links. generated topologies were 0.86, 0.81, and 0.76, and we con-
The modularity value of the BA topology is nearly 0.32, and firmed that these topologies had power-law degree distribu-
that of the AT&T topology is about 0.68. This result indi- tions.
cates that a high-modularity structure reduces the number of Figure 6 shows the Hurst parameters of each link from
highly fluctuating links. the results of the simulations with the TCP model. The x-
To confirm that ISP topologies reduce the number of axis and y-axis represent the same parameters as those i
fluctuating links, we conduct simulations with other ISP Fig. 5. In the simulations, we again used the parameters
topologies and compare them with BA topologies. Three in Table 1 and again randomly select the source and desti-
ISP topologies, Sprint, Verio, and Telstra, are used for the nation nodes for each session. In Fig. 6, as the modularity
simulations because the topologies have the similar num-value increases, the number of links that take high Hurst
bers of nodes and links to the AT&T topology. The topolog- parameters decreases. This result is confirmed by the ra-
ical properties of ISP topologies and its corresponding BA tio of highly fluctuating links that have a Hurst parameter
topologies are summarized in Table 3. The simulation pa- larger than 0.8 shown in Table 4. Thus, topological struc-
rameters are the same as the evaluation of AT&T topologytures that have high modularity values prevent the appear-
and are summarized in Table 1. Note that the number ofance of highly fluctuating links.

3. Addsminter-module links by randomly selecting two
nodes belonging to fferent modules and connecting
the nodes.
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Fig.6 Correlations between Hurst parameter and Hurst parameter rankFig.8  Correlations between deviations of RTT for each session and de-

of generated topologies viation rank in the AT&T topology: The number of sessions is 100,000.
Table 4  Simulation results of generated topologies ularity value, a few inter-module links tend to become con-
_ Ratio of highly Number of arriving packets gested, and it becomes mordidiult for inter-module pack-
Modularity LY . . . .
fluctuating links | Total Intra Inter ets to arrive at their destination.
0.86 0.62 4.7x10° | 4.5x1CF | 1.7x107
Y4
0.81 0.78 3.6x10° | 2.9x1CF | 7.4x10 4.4 Efects of TCP
0.76 0.84 3.2x10° | 2.2x1¢% | 1.0x1C°

In Section 4.1, 4.2, and 4.3, we discussed packet delay dy-
namics in the TCP model. In this section, we explain the
A question is why the high-modularity structure re- merits and demerits of TCP. One of the merits of TCP is

duceS the number Of h|gh|y ﬂuctuating |inkS. To answer improved throughput_ Comparing the resu|ts of the Stop_
this, we show queue fluctuation on links havindfelient  and-wait model with those of the TCP model, we found that
link load in Fig. 7. Here, the link load is the number network throughput is improved in the AT&T topology due
of end-to-end sessions that pass through the link. When &g the function of TCP that adjusts the packet sending rate
link load is low, the queue length does not fluctuate (Fig. according to the network conditions. In the AT&T topology,
7(a)). However, if the link load exceeds a certain level, the ratio of links having utilization larger than 80% is 74%
the queue length is mostly constant due to a limit dféu  py the TCP model, while the ratio is 58% by the stop-and-
size in queue (Fig. 7(c)). Although the queue length keepsyait model. Note that, the number of sessions is 100,000
nearly-constant, each of TCP sessions dynamically changegng other parameters are the same as used in previous sut
its sending rate. Thus, the queue length of the tributary links sections (see Table 1 for details).
to the inter-module links is governed by the dynamics of In contrast, when the number of sessions gets larger,
each TCP session and thus fluctuates like Fig. 7(b). TheTcp causes fluctuation of the queue length, as depicted in
situation in Fig. 7(b) occurs when the links are close to the Fig. 5 which leads to the high fluctuation in the end-to-end
inter-module links because the large number of TCP ses-delay of packets. Figure 8 shows deviations of RTT, RI,T
sions is aggregated. More precisely, connector hub nodes ofgr each session in the AT&T topology. The y-axis repre-

non-hub connector nodes in Fig. 1 perform the aggregationsents the mean deviation of RTT for each session, defined
of TCP sessions. However, connector hub nodes rarely ex-4g

ist in topologies with the high-modularity structure: most of
hub nodes are provincial hub nodes. Thus, the situation in ~ RTTgey = (1 - @) X RTTgev+ @ x [ERTT - RTT|, (5)

Fig. 7(b) occurs around the connector non-hub nodes, and . .
therefore the number of such links is small. wherea = 0.125, and the x-axis represents its rank. Ev-

The number of arriving packets forwarded between dif- ery time the source node receives the ACK, the source node

ferent modules also decreases in a topology that has a higti"€sures an instantaneous round-trip time (RTT in Eq. 5)
modularity value. Table 4 shows the number of arriving and estimates the average round-trip time (eRTT) by the fol-

packets. Herelntra (-module) means the number of ar- OWing equation:

riving packets between two nodes in the same module, and eRTT = (1 - a) x eRTT + a x RTT,

Inter (-module) means the number of arriving packets be-

tween two nodes belonging toftéirent modules. Accord- In the figure, the results of the stop-and-wait model are also
ing to this table, as the modularity value gets higher, the plotted for comparison. As shown in Fig. 8, in the TCP
number of arriving inter-module packets decreases, whereasnodel, the number of sessions that have a large deviation
the number of arriving intra-module packets increases. Thatincreases as compared with that in the stop-and-wait model.
is, the throughput of intra-module sessions gets high in the The complex functionality of TCP, such as flow con-
high modularity topology. In topologies having a high mod- trol, congestion control, and fast retransmit functionalities,
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causes fluctuation of the queue length. This is one of the dis-
advantages of TCP. We confirmed that the fraction of links
having a highH value in the stop-and-wait model is smaller
than the number of links in the TCP model. As shown in
Fig. 5(b), when the number of sessions is 100,000, 50% of
all links are highly fluctuating in the TCP model, whereas
9% of all links are highly fluctuating in the stop-and-wait
model.

(4]
(5]

(6]

5. Conclusion 7]
In this paper, we investigated the interaction between the
structures of topologies and flow control between end
hosts. Comparing the simulation results of the stop-and-
wait model and the TCP model, the functionality of TCP
improves network throughput in the AT&T topology. On the
other hand, the functionality of TCP makes the queue length
fluctuate. Even in this case, the highly modular structure of
the AT&T topology reduces the number of highly fluctuat-
ing links compared with the BA topology. We also evaluated [10]
the queue length on other topologies and confirmed that the
modularity structure can reduce the number of highly fluc-

(8]

El

tuating links. [11]

Our results suggest that reproducing the modularity
structure is important when evaluating the performance of
transport protocols. Our future work is to develop a topol- [12]
ogy generation method that reproduces the modularity struc-
ture and apply it to performance evaluations.

[13]
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