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Preface

Computer networks have become highly complicated and less flexible to handle emerging

problems which often occur nowadays. In order to cope with unpredictable problems, the

concept of biologically inspired networks has been introduced to provide a high degree of

robustness and adaptability to computer networks. In this thesis, we focus specifically

on studying the role of randomness or fluctuation in biological systems. In conventional

engineering systems, the randomness—usually referred to as noise—is normally seen as an

undesirable factor for control mechanisms to the extent that there are efforts on removing

and filtering noise to achieve higher signal to noise ratio (SNR) for strict control. On the

contrary to artificial systems, biological systems adopt the concept of noise as a part of

their mechanisms instead of eliminating it. By utilizing noise internally, biological systems

are able to achieve high robustness and adaptability against external noise. Inspired by the

concept of utilizing noise, we propose two adaptive noise-induced network control methods

for wireless ad hoc networks in this thesis.

The first network control method is a routing protocol for mobile ad hoc networks

(MANETs). Routing in MANETs is not a trivial task since it is greatly affected by external

influences such as mobility/failure of nodes, unreliability/instability of wireless communi-

cation, arbitrarily initiated/terminated sessions, or uncontrollable joining/leaving of nodes.

Such adverse and changing environment conditions can also be often observed in biology,

where biological systems show a remarkable ability to survive and adapt to these changes.

In this thesis, we further improve our previously proposed MANET routing protocol, called

MARAS, which is based on attractor selection, a biological adaptation mechanism that is
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applied to the next hop selection process. In attractor selection, noise plays an essential role

in coping with the uncertainties and variations of the system, which is network dynamics

in our case. We will show that by utilizing noise to a certain extent, MARAS is capable of

being more adaptive than other well-known protocols. Especially in the presence of large

traffic volume and high node densities, generally considered as the worst case scenarios for

MANET routing, MARAS retains its superiority as it is capable of still delivering a certain

portion of traffic when the other mechanisms fail.

Through the study of the first network control method, we found that the limited

bandwidth is one of the biggest challenges in MANETs and ad hoc networks in general.

Therefore, we try to improve the available bandwidth in ad hoc networks by using multi-

ple paths concurrently. However, since the quality of each path frequently changes in ad

hoc networks due to its dynamic nature, a new challenge of appropriate traffic distribution

over multiple paths arises. Unfortunately, traditional traffic distribution methods often

rely heavily on the detailed knowledge of each network component and the preconfigured,

i.e. fine-tuned parameters. Such detailed knowledge is difficult to obtain with the limited

bandwidth, and preconfigured values are usually useful for considered situations but may

not be suitable in case of unforeseeable changes. Therefore, we introduce a new concept,

called attractor perturbation (AP), which enables an adaptive network performance control

using only end-to-end statistical information. Based on AP, we propose the second net-

work controlling method, a concurrent multipath traffic distribution method, which aims at

lowering the average end-to-end delay by only adjusting a sending rate on each path. We

demonstrate through simulations that by utilizing the noise-based attractor perturbation

relationship, the proposed method achieves a lower average end-to-end delay compared to

other methods which do not take fluctuations into account.

Finally, we summarize our observation of noise-based model behavior through research

and implementations. Based on our experience, we present advantages and constraints of

both models. Furthermore, we also provide guidelines of using our models in other appli-

cations with examples of existing implementations. Finally, we proposed a novel concept

which combines both models to achieve a multi-objective application.
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Chapter 1

Introduction

Traditional network control mechanisms often rely on a certain set of predefined rules and

fine-tuned parameters for known situations. However, computer network architectures and

their protocols have become increasingly sophisticated over time through addition of many

features to support new applications, where different applications may require different

settings of protocol parameters. Since the total number of possible situations occurring

in the real world is too large to be handled by preprogrammed sets of definitions, it is

necessary that new networking mechanisms are designed in a flexible and adaptive manner

to cater for any changes in the environment. One of the possible solutions investigated and

proposed in this thesis is the concept of bio-inspired networking which has recently been

introduced to to tackle unpredictable and unstable situations in computer networks.

One particular type of computer networks which has gained our interest is the ad hoc

network. Ad hoc networks, or wireless ad hoc networks, are communications networks

formed by wireless nodes in an ad hoc manner. In this type of networks, there is no

infrastructure nor centralized control body and every node acts as both client and control

node, i.e. router, at the same time. With these features, the deployment of ad hoc networks

is easier and more flexible when compared to traditional wired networks. Despite this

benefit, there are quite a few challenges in ad hoc networks, e.g, a dynamic topology due

to arbitrary node participation, unstable wireless connection, and also mobility if nodes
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1.1 Challenges in Communications Networks

are mobile. Second is a limited amount of resources, i.e., bandwidth and energy, which

are crucial for communications and controls. In contradiction to the limited resources,

ad hoc network protocols need to be scalable since the number of participating nodes

are theoretically unlimited. Therefore, the ad hoc network can be considered one of the

networks with unpredictable problems that need a new adaptive mechanism to overcome

the addressed challenges. Hence, we have chosen to focus our bio-inspired network control

research on ad hoc networks.

In this chapter, we first explain challenges in communication networks in Section 1.1.

Then, we introduce bio-inspired concepts for communication networks in Section 1.2. Fi-

nally, an outline of this thesis is explained in Section 1.3.

1.1 Challenges in Communications Networks

1.1.1 Routing in Ad Hoc Networks

One of the most fundamental problems of ad hoc networks is routing, which must be

done in a multi-hop fashion due to a lack of infrastructure. Routing in ad hoc networks

is not a trivial task since it is greatly affected by external influences such as failure of

nodes, unreliability/instability of wireless communication, arbitrarily initiated/terminated

sessions, or uncontrollable joining/leaving of nodes [18,52], especially in a special type of ad

hoc networks where nodes are mobile, which is called mobile ad hoc networks (MANETs),

the network dynamics is even more immense. Widely adopted and well-known ones are

ad hoc distance vector (AODV), dynamic source routing (DSR), and optimized link state

routing (OLSR). More details on existing protocols can be found in [1, 60].

Even though there are many existing ad hoc network routing protocols, MANET is still

questioned for scalability. Due to the limited bandwidth and the sensitivity to interference

on the wireless channel, the effectiveness of communication in MANETs could be drastically

decreased as the number of nodes and the amount of traffic increases. On the other hand,

MANETs are expected to show a better survivability since they operate in a completely

decentralized manner, which is generally more robust against single points of failure. Due
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Chapter 1. Introduction

to these issues and expectations, achieving scalability and survivability are major points in

designing routing protocols for MANETs.

Another widely discussed feature of MANETs is their adaptability. Due to the lack

of centralized control, a routing protocol has to be able to learn about the condition of

the environment and adapt itself to any changes. Hence, we need to find a mechanism

which provides this kind of self-organizing and environment-aware abilities. Such features

are often exhibited in biological systems and their mechanisms usually consist of simple

rules [25] among distributed entities, which is also very suitable for routing in MANETs.

1.1.2 Multipath Communications

Since one of major problems of ad hoc networks is the limited bandwidth, there are re-

search attempts to solve it by reducing bandwidth loss due to radio interference from other

adjacent communications, e.g. by using directional antenna [73]. However, a more common

approach is to use multiple paths—not only the shortest path—in order to increase overall

network bandwidth. In addition to bandwidth improvement, multipath communications

can also increase fault tolerance, improve end-to-end delay, provide better load-balancing,

and improve energy consumption in ad hoc networks [49]. Examples of multipath ap-

proaches in ad hoc networks are split multipath routing (SMR) [37], extensions of AODV

to find link-disjoint paths (AOMDV) [47], a multipath extension of DSR (MP-DSR) [43],

and a multipath extension of OLSR (MP-OLSR) [72].

Nevertheless, little has been addressed regarding how to distribute traffic over multiple

paths. Existing protocols either use additional paths as backup paths upon link failure [43]

or use a round-robin scheme to distribute traffic equally on each path [72]. Moreover,

according to the current trend of having multiple radio access technologies (RATs) per

device, the concept of multihoming, i.e. using multiple paths over different interfaces or

networks, has gained more interest. Using all available paths blindly—within or across

networks—could degrade overall performance and we realized that there is a need for a new

concurrent multipath traffic distribution algorithm. There have been a few existing work
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1.2 Bio-inspired Concepts

on this topic, such as, concurrent multipath transmission (CMT) [12, 31] and multipath

realtime transport protocol (MP-RTP) [57].

1.2 Bio-inspired Concepts

In this section, we explain the features of biological systems, biologically inspired mecha-

nisms and their applications, and the bio-inspired concepts that are used in this thesis.

1.2.1 From Noise to Biological Systems

Noise or fluctuation is an undesirable factor for conventional engineering system controls.

Therefore, it is common for those systems to try to remove noise using filters. Contradic-

tively, randomness has been introduced into improving optimality search algorithm [55],

which random walk is one of the simplest examples. Hence, it is learned that a negative

feedback process to suppress noise is not preferable at all times.

The fact that noise is found everywhere in biological systems, for examples, marine

predator search behavior [56] can be modeled as a Levy walk—a special type of random

walk following Levy distribution, and a lot of research found that gene expressions that

regulate cellular functions are subject to noise or stochastic fluctuation [27, 33, 46], shows

that instead of removing noise, living systems unavoidably take positive feedback process

and function in a presence of large fluctuations [32].

There is an explanation on how biological systems can remain stable with large fluc-

tuation in [32]. From a macroscopic view of a cellular system, the system is considered

dissipative. In such dissipative system, a macroscopic description is robust against mi-

croscopic change, where many microscopic states fall into the same macroscopic state.

Therefore, even if a state is perturbed by fluctuations and it is deviated from the original

deterministic rate equation, there is a region where the state tends to return to, which is

called attractor. Due to this attraction mechanism, a macroscopic state in cellular system

is stable against molecular fluctuations.
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Chapter 1. Introduction

1.2.2 Biological Systems and Computer Networking

The complexity of computer networking has increased after many years of development. It

has become very difficult to solve emerging problems by traditional approaches due to both

computational and technological limitations. Among the promising approaches to tackle

complex problems is to make networks self-organized, where no central unit dominates the

whole network system and interactions among simple entities realize the globally controlled

behavior. Designing self-organizing mechanisms for solving emerging problems is not a sim-

ple task. Therefore, researchers started looking for existing self-organizing mechanisms and

found them in biological systems. Since they are the evolutionary product over many gen-

erations of the individuals, often driven by random natural selection, they are known to be

fault tolerant, robust, adaptive, survivable, and scalable. Hence, bio-inspired mechanisms

are widely adopted for handling pervasive scenarios [25].

Bio-inspired self-organizing concepts are usually heuristic, or metaheuristic [70], algo-

rithms designed for finding optimal or sub-optimal solution to optimization problems in a

reasonably practical time. In recent years, many new bio-inspired optimization algorithms

have been proposed, such as, harmony search [36] and firefly synchronization [61]. However,

among those algorithms, the most well known and widely used for computer networking

would be swarm intelligence.

The concept of swarm intelligence [13, 14] originates from the social behavior of insect

colonies, such as ant colonies. The main algorithm of ant-based routing protocol is the Ant

Colony Optimization (ACO) [23]. ACO is derived from the foraging process of ants which

is a random walk when searching for food. Once the food is found, the ant returns to the

nest via its own trail. While returning, the ant deposits pheromones on the way as chemical

markers for other ants to follow its trail to the food. The indirect communication, which is

based on the pheromone trail mediated by the environment, is called stigmergy. Using this

approach, the shortest path between the source and the destination can be found. Example

applications of swarm intelligence are routing protocols, such as, AntNet [21], ARA [30],

AntHocNet [22], BeeAdHoc [66], and HOPNET [65].

– 5 –



1.2 Bio-inspired Concepts

In the following subsections, we explain the bio-inspired concepts used in this thesis,

attractor selection and attractor perturbation mechanisms.

1.2.3 Attractor Selection Mechanism

The attractor selection mechanism is modeled after the behavior of E. coli cells, which

are capable of adapting to dynamically changing nutrient conditions in the environment

without any predefined adaptation rules [33]. A mutant E. coli cell has a gene regulatory

network consisting of two mutually inhibitory sequences of chemical reactions which syn-

thesize two corresponding nutrients. When one of the nutrients becomes scarce, the protein

concentration activating a sequence for the missing nutrient increases to return the cell

to a stable gene expression. However, there is no explicit rule-based mechanism to switch

between the sequences of chemical reactions. In [33], a mathematical model describing this

bistable behavior of protein concentrations m1 and m2 is proposed as

dm1

dt
=

s(α)

1 +m2
2

− d(α)m1 + η1

dm2

dt
=

s(α)

1 +m2
1

− d(α)m2 + η2

(1.1)

where s(α) and d(α) are the rate coefficients of protein synthesis and decomposition, re-

spectively. Both of them depend on α which represents the cell activity or cell volume

growth. The terms ηi are independent white noise that exists in gene expression.

The essential point in Eqn. (1.1) is the interaction between activity α and noise terms

ηi, as shown in Figure 1.1. If the ratio between activity and noise is sufficiently large,

the system’s behavior remains rather unaffected by noise. On the other hand, if activity

approaches zero, the dynamics of the system states m1 and m2 become entirely determined

by noise, i.e., they perform a random walk. When the state randomly approaches a new

attractor, activity α will increase which results in the state being locked at the new attractor.

Example applications of attractor selection are self-adaptive multi-path routing in over-

lay networks [40] and layered attractor selection for clustering and data gathering in wireless
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Figure 1.1: Overview of attractor selection

sensor networks [53].

1.2.4 Attractor Perturbation

The attractor perturbation model is derived from observations of fluctuation and response

in biological systems, in particular, an experiment on the evolution of functional proteins

in a clone bacteria cell. In [54], it was found that the fluctuation, which is expressed by the

variance of the fluorescence of a bacterial protein, and its response, which is the average

change in this fluorescence, have a linear relationship modeled as follows when a force is

introduced:

x̄a+∆a − x̄a = b∆a σ2
a (1.2)

where b is a scalar constant, x is a time dependent measurable variable in the system with

mean x̄ and variance σ2
a, and a is a controllable parameter.

There are two major assumptions underlying the model formulation of AP. First, the

variable x must have a Gaussian-like distribution which is often observed in biology. Second,

the variable x and the parameter a are closely associated, in other words, a change in the

parameter a would strongly affect the distribution of the variable x.
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Figure 1.2: Dynamics of attractor perturbation

Equation (1.2) reveals that the difference in the average of the variable x before and

after applying a change to the parameter a is linearly proportional to the amount of change

in a and the variance of the variable x prior to the change. Since the amount of change in

a, called force can be seen as controllable, it is possible to adjust the difference in average

of x, called perturbation, by taking the current variance of x into consideration. Obviously,

using the same amount of force ∆a to perturb the average of x when the variance σ2
a is

large will also lead to a larger perturbation, as shown in Fig. 1.2. This figure also shows

the attractor basins corresponding to each empirical distribution of x.

1.3 Thesis Outline

Based on the challenges explained in Section 1.1, we realized that the current communi-

cations networks need new adaptive and robust mechanisms to overcome those challenges.

In particular, we considered using noise-assisted bio-inspired mechanisms [63] to achieve

adaptability and robustness in our proposals due to their inherent robust and adaptive

features explained in Section 1.2. In this thesis, we propose two network controls for ad
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hoc networks which are routing protocol and traffic distribution method. Moreover, we also

present design considerations on future applications of noise based models which are results

of our study throughout this thesis.

The work in this thesis is organized as follows:

Chapter 2

Resilient Mobile Ad Hoc Routing with Attractor Selection [5–7,10]

This chapter explains our noise-based mobile ad hoc routing protocol. To address challenges

described in Section 1.1.1, we aim to achieve scalability, survivability, and adaptability in

MANET routing by applying a bio-inspired model, called attractor selection. We first show

how we extend the attractor selection model and design its parameters. Then, we describe

how we apply the extended model to a next hop selection process, along with algorithmic

details of the routing protocol. Finally, evaluation results of our proposal over various

scenarios in comparison to state-of-the-art routing protocols are shown.

Chapter 3

Traffic Distribution over Multiple Paths with Attractor Perturbation [8, 9]

This chapter explains our noise-based traffic distribution method. Our method aims to

address challenges raised in Section 1.1.2, which is to distribute traffic concurrently over

multiple paths without using round-robin or blind scheduling. We first explain our moti-

vation and problem formulation based on attractor perturbation model. Then, we perform

a preliminary investigation of the model applicability. After that is confirmed, we propose

an algorithm for concurrent multipath traffic distribution. Finally, simulation results in

comparison to other concurrent multipath traffic control protocols are shown.

Chapter 4

Design Considerations for Future Applications of Noise-based Models

This chapter is dedicated for noise-based model discussions for audience who is interested

in grasping a better understanding of our the models. We first introduce the background
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of noise-based models. Then, we provide a list of advantages and constraints of our models

along with crucial points that require application designers considerations based on actual

experience in designing and implementing them in network control applications. We further

discuss the important design points for applying each model on applications. Finally, we

provide application examples, both existing work and new ones.
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Chapter 2

Resilient Mobile Ad Hoc Routing

with Attractor Selection

Preface

Portions of this chapter were previously published as ‘Resilient Mobile Ad Hoc Routing

with Attractor Selection for Dense and Heavy Traffic Scenarios,” in Special Issue of In-

ternational Journal on Autonomous and Adaptive Communications Systems (IJAACS) on

Self-* Systems, and have been reproduced with permission. Copyright is held by Inder-

science Enterprises Ltd.

2.1 Introduction

In Mobile Ad Hoc Networks (MANETs) there is no predetermined infrastructure and each

node can move around, arbitrarily join, or leave the network. With these features, the

deployment of MANETs is easier and more flexible when compared to traditional wired

networks. Despite this benefit, however, MANETs have been questioned due to doubts

regarding their scalability. Due to the limited bandwidth and the sensitivity to interference

on the wireless channel, the effectiveness of communication in MANETs could be drastically
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decreased as the number of nodes and the amount of traffic increases. On the other hand,

MANETs are expected to show a better survivability since they operate in a completely

decentralized manner, which is generally more robust against single points of failure. In the

context of routing, survivability is about maintaining connectivity to each node [45]. Due

to these issues and expectations, achieving scalability and survivability are major points in

designing routing protocols for MANETs.

Another widely discussed feature of MANETs is their adaptability. Due to the lack

of centralized control, a routing protocol has to be able to learn about the condition of

the environment and adapt itself to any changes. Hence, we need to find a mechanism

which provides this kind of self-organizing and environment-aware abilities. Such features

are often exhibited in biological systems and their mechanisms usually consist of simple

rules [25] among distributed entities, which is also very suitable for routing in MANETs.

Among various biologically inspired mechanisms described in the literature, we apply the

attractor selection mechanism [33] in our routing protocol. This mechanism was shown in

[41,42] to be useful as a basic control mechanism for robust and adaptive routing. Based on

the concept in [41,42], we extended and implemented the MARAS routing protocol (Mobile

Ad hoc Routing with Attractor Selection) in a commercial QualNet simulator to guarantee

that interactions on the underlying MAC and PHY layers of the IEEE 802.11 protocol

stack are considered in our protocol, hence, it can be utilized by real world applications.

Our first evaluation in [7] already showed that MARAS is robust and adaptive to failures

or mobility of nodes, but it yielded a lower packet delivery performance when no failures

of nodes were assumed than in the presence of few failures. Such phenomenon implies

that the performance of MANET routing depends on the number of nodes in the network.

Therefore, we decided to further evaluate our protocol to study its limitations under heavy

traffic and high node densities.

As an extended study of [7], we focus in this chapter on investigating the scalability and

survivability of our protocol. A similar study on scalability of routing protocols was made

in [4], but the number of traffic sessions there was low and the inter-packet interval was large

so that extreme conditions were not reached. As we aim at investigating the limitations of
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our protocol, we evaluate here our protocol against other well-studied protocols under high

node density and heavy traffic conditions. Under these conditions, traditional protocols

may need to be fine-tuned in order to operate well or else the performance could severely

deteriorate and could even completely stop functioning at all. Combining results from [7]

and this chapter, we would like to show that MARAS is able to operate under a wider range

of conditions than AODV [51] and AntHocNet [22] because it has better adaptability to a

changing environment and is more resilient under severe conditions. We demonstrate the

main benefit of MARAS through simulations, which lies in its survivability under changing

conditions without any additional external management effort.

The rest of this chapter is organized as follows. Based on the the biologically inspired

concept in Section 1.2, we introduce our proposed attractor selection mechanism in Sec-

tion 2.3.1. Next, we describe our protocol in greater detail in Section 2.4. Then, the

evaluation results from simulation are presented and discussed in Section 2.5. Finally, we

conclude this chapter and list future work.

2.2 Related Work

Regarding biologically inspired networking technologies, swarm intelligence-based MANET

routing protocols [22,65] or firefly-based synchronization mechanisms have been proposed.

Further examples are the Bio-Networking middleware architecture in [59] or the Perplexus

project [15], in which a wireless network system with reconfigurable hardware has been

developed to achieve biological features of “growth, evolution, and learning”.

Among these protocols, we have chosen AntHocNet [22] as a comparison protocol in

our evaluation section. AntHocNet is an Ant Colony Optimization (ACO) inspired routing

algorithm for MANETs. It combines both reactive and proactive routing strategies where

it reactively establishes and maintains routes only when they are needed and proactively

maintain and improve the on-going routes by gathering more routing information. AntHoc-

Net uses two processes to gather routing information. One is an ACO based path sampling

process using artificial ants. The other, called pheromone diffusion, is used to spread out
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the pheromone information which is placed by ants to the neighbor nodes, aiming to guide

the next ant to the destination in a similar manner to the Bellman-Ford algorithm. Com-

bining both processes, AntHocNet can obtain the routing information in a time efficient,

adaptive, and robust manner.

2.3 Mathematical model

2.3.1 Extended Attractor Selection-based Model

We generalized the model based on Eqn. (1.1) from 2 to M dimensions. Let mi be the

value representing whether the i-th choice should be selected. Moreover, let us define

the M -dimensional state vector ~m = (m1, . . . ,mM ). The attractor selection among M

alternatives shall have the general form as

d~m

dt
= ~f(~m)× α+ (1− α)× ~η, (2.1)

where α expresses the goodness of the current condition and ~η = (η1, . . . , ηM ) is the vector

of the noise affecting the selection.

The activity α ∈ [0, 1] is the main feedback variable, which corresponds to the current

performance of the system and it is used to control the influence of randomness on attractor

selection. When the current condition of the system becomes undesirable, the activity

decreases. As a result, the value of term ~f(~m)× α decreases and a larger effect from noise

~η takes place to shift the system to another attractor by a random walk. Once the system

approaches a suitable attractor, the activity increases and the effect of noise is suppressed,

which then allows the system to become stable again. Moreover, to suppress the effect of

noise even further when the activity becomes very high, we added the coefficient (1−α) to

the original equation.

In Figure 2.1, we show the general principle of the attractor selection concept. The

x-axis shows the first dimensional state m1 and the y-axis shows the second dimensional

state m2 where the attractors are shown as valleys. The z-axis indicates the potential at
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(a) With high activity, the system state cannot move
away from the current attractor by only the small
noise effect

(b) When the activity becomes lower, the potential
landscape becomes smoother which allows random
walk by noise

(c) Once the system state reaches another suitable
attractor, the activity will increase and the current
state will remain at the current attractor

Figure 2.1: Behavior of attractor selection system

each state. The current system state is illustrated as a circle that is constantly in motion

due to the effect of the noise. It can be observed in Figure 2.1(a) that when the activity

is high, moving the system’s state away from the current attractor by the effect of noise

is difficult because of the steepness of the potential landscape. However, due to external

influences, for example, the activity decreases in Figure 2.1(b) leading to a flatter potential

landscape and the system’s state can be changed by the small effect of noise. After a better
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state is found, the activity increases again as can be seen in Figure 2.1(c). As a result, the

potential landscape becomes steep and the current state is once again stable at the new

attractor.

At first, the concept of having noise in the system may look undesirable. However,

adding noise into the system makes it in general more robust to external fluctuations. In

sensor networks, noise and random walk can provide load-balancing and scalable properties

as shown in [11]. Moreover, getting stuck in local minima can be avoided using noise and

random walk as explained in [55].

2.3.2 Design of the Parameters in the Mathematical Model

We now briefly discuss how the parameters have been extended in our mathematical model

and we further show how to design appropriate values. This derivation is not to be consid-

ered as a formal mathematical proof, but an informal discussion of the underlying model.

2.3.3 Attractor States

The attractors can be obtained from the steady state solutions of the system in Eqn. (2.8).

Without loss of generality, we can assume that the maximum index value of mi is at some

index k = arg maxi mi. For the system to converge at an attractor, we assume α = 1 and

since the mean of ηi is 0, we can ignore it in the following. The equilibrium state is then

obtained from the solution of the following equation system

dmi

dt
= 0 ⇒ mi =

ϕ

1 +m2
k −m2

i

i = 1, . . .M (2.2)

where we define ϕ = s(α)/d(α). This equation system basically can be separated to two

cases that either mi is maximal or not.

For i = k, Eqn. (2.2) simply reduces to mk = ϕ. On the other hand, for i 6= k, it means
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mi is not maximal and we have the following equation

mi =
ϕ

1 +m2
k −m2

i

(2.3)

which translates into the following polynomial after replacing mi = x and mk = ϕ from

above.

(x− ϕ)
(
x2 + ϕx− 1

)
= 0 (2.4)

The roots of this polynomial in Eqn. (2.4) are then x1, x2, x3.

x1/2 =
1

2

(
−ϕ±

√
ϕ2 + 4

)
x3 = ϕ. (2.5)

Since mi ≥ 0, we can eliminate x2 having the minus in Eqn. (2.5) and we can also eliminate

x3, since i 6= k. Thus, the equilibrium values of Eqn. (2.8) consist of M -dimensional vectors

having one high value H = ϕ and all other M − 1 are low values L = 1
2

(√
ϕ2 + 4− ϕ

)
.

Note that this high value may be any element, so in total we have such M attractor states.

2.3.4 Designing the Synthesis and Degradation Functions

We still need to formulate the functions s(α) and d(α) in Eqn. (2.8). For reducing the

number of unknown values, we first set d(α) = α and our task is now to define the function

s(α) appropriately.

We should bear in mind that our requirements were such that we have attractors where

the elements have a high value H and M − 1 low values L ≤ H. Thus, it must also hold

that H is larger than L.

1

2

(√
ϕ2 + 4− ϕ

)
≤ ϕ ⇒ 1√

2
≤ ϕ. (2.6)

We define this lower bound as ϕ∗ = 1/
√

2.

Now we can define any monotonous and differentiable increasing function s(α), which
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has the boundary condition of ϕ(0) = 1/
√

2. Since we restrict the domain of α to the

interval [0, 1], the target value at s(1) = β would have to be defined in such a way that

it is sufficiently “far” from the low values that any fluctuations would not spontaneously

perturb the system state out of this attractor. The function s(α) which we use in this paper

is then simply defined as

s(α) = α [βαγ + ϕ∗] (2.7)

where γ is a tunable parameter for the increase of ϕ with respect to α.

2.3.5 Mathematical Model for Next Hop Selection

Attractor selection is adopted in our protocol for next hop selection among neighbor nodes.

Hence, we map the vector of neighbors to ~m, which contains state value mi, indicating

whether the i-th neighbor should be selected among M neighbors as a next hop node for a

certain destination. We further map activity α to the information reflecting the goodness

of the current routing condition. Since the next hop selection shall provide a single next

hop neighbor as the solution, we design the controlling function of attractor selection as

shown in Eqn. (2.8).

For neighbor node 1 ≤ i ≤M :

dmi

dt
=

s(α)

1 +m2
max −m2

i

− d(α)mi + (1− α) ηi, (2.8)

where mmax = maxj=1,...,M{mj}, s(α) = α[βαγ + ϕ∗], d(α) = α, ϕ∗ = 1/
√

2, and ηi is

Gaussian white noise with mean 0 and variance of 1. Parameters β and γ control the

influence of activity over state values and we use empirically determined values β = 10 and

γ = 3 throughout this study. A detailed discussion on how to design these parameters can

be found in Appendix 2.3.2.

In case of high activity α, Eqn. (2.8) yields the ~m, which has a single high mi value

and M − 1 low values mj , j 6= i. This follows from the deterministic part of Eqn. (2.8)
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Figure 2.2: Dynamics of M values from attractor selection model

and the solution can be obtained by selecting the maximum mi value. On the other hand,

in case of low activity α, Eqn. (2.8) gives a random ~m where each element mi has roughly

the same value. This permits that a new attractor, which is now more suitable for the

current conditions, is easily switched only through the small effect of noise. According to

this approach, the appropriate selection can be adaptively made.

The dynamics of state values from Eqn. (2.8) is illustrated in Figure 2.2 where each

curve represents the state value for each neighbor. During the time that the activity α is

low (prior to t0), each state value mi receives more effect from noise and its value changes

randomly. Then, at t0 a solution is found and the activity α increases to the maximum,

which is used for selection of the next hop neighbor. As a result, the difference between

selected value and not selected values increases and one high value and a set of M − 1 low

values are distinguished from each other, which indicates that the system reaches a suitable

attractor.

The attractor selection mechanism is feedback-controlled, so if any certain link becomes
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congested, the evaluated activity of the link will decrease and that neighbor will be less likely

to be selected. Therefore, any bottleneck problem will be automatically solved without any

external control.

2.4 Our Routing Protocol

In this section, we explain our protocol MARAS in detail. The overview of the general

behavior of MARAS is shown in Figure 2.3. MARAS reactively establishes a route to the

destination. Using the information in the route entry and attractor selection model as shown

in Figure 2.3(a), the appropriate next hop is selected and the path to the destination can

be found. MARAS uses the feedback packets to evaluate the path that the data packets

have taken, based on which each node along the path calculates the activity as shown

in Figure 2.3(b). When there is a link error as illustrated in Figure 2.3(c), the activity

decreases and it triggers a random walk of data packets to search for an alternative path

to the destination. Once a good path to the destination is found, the next hop selection

is no longer random and the routing will be deterministic and stable again. Note that

because of the use of feedback packets, we assume a bidirectional connectivity between

each neighbors as in most other MANET routing protocols. However, MARAS can also

operate in a network containing unidirectional links as we will explain later in Section 2.4.4.

2.4.1 Route Establishment

We adopt the broadcast route discovery mechanism from AODV [51] and make a few

modifications. In our protocol, when a node has data to send but no route is available, a

route-request packet (RREQ) is broadcast from the source node and re-broadcast by other

nodes until it reaches the destination. When the RREQ packet arrives at the destination

or the number of traveled hops exceeds the specified Time-To-Live (TTL), a route-reply

packet (RREP) is generated and forwarded in unicast manner via the memorized reverse

path to the source. When a node on the path receives the RREP packet, it sets up the

route entry for the destination of the data packet, which favors the selection of the previous
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Figure 2.3: Overview of MARAS
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hop of the RREP packet. Moreover, the route entry is marked with a maximum activity

α = 1 because of the availability of a route to the destination. Once the RREP arrives at

the source node, it starts sending data packets.

Due to the random selection of the next hop in the low activity case, a node which is not

on the path still occasionally receives a data packet. If the current node has no route entry

for that destination, then it will set up a new route entry by a routing vector which contains

random state values for every neighbor node. Consequently, based on the new route entry,

the node randomly selects the next hop by the effect of noise. When forwarded data packets

occasionally reach the destination, a feedback packet is sent back to the source by retracing

the path used by data packet. Along the path, when each node receives a feedback packet,

the attractor selection mechanism is applied to the routing information of that node, see

Figure 2.3(c).

2.4.2 Routing Information

The routing information stored at each node in the route entry are as follows.

• Destination address is used for looking up the corresponding route entry when a data

packet is received.

• Neighbour vector ~n = (n1, n2, . . . , nM ) is a list of neighbor addresses, maintained by

HELLO packets like in AODV where M is the number of neighbors.

• Attractor selection vector, called routing vector ~m = (m1,m2, . . . ,mM ) has the same

dimension as the neighbor vector and contains the state values, where each state

value is mapped to a neighbor in the neighbor vector. These state values are used to

determine the next hop of each data packet.

• Activity α reflects the current goodness condition of the path to the destination. The

routing vector is updated according to this value, allowing the next hop selection to

adapt to the current condition.
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• Precursor list contains pairs of the address of the source node and the address of the

most recent neighbor that forwarded the data packet originating at that source node

to the destination via the current node.

• Feedback window is a sliding window where each frame contains the traveled hop

count of the feedback packet, originating at the destination and sent via the current

node. Each frame is added to the feedback window on the reception of a feedback

packet, kept for a window interval of T = 1.0 s, and then discarded to avoid using

outdated information.

2.4.3 Data Packet Forwarding

Next hop selection in data packet forwarding is controlled by the attractor selection mech-

anism. Using attractor selection, MARAS selects the neighbor as the next hop, which has

the maximum state value mmax in the routing vector, because the maximum value shows

the highest chance of that neighbor on delivering the data packet to the destination. The

data packet is forwarded to this next hop and the process repeats itself until it reaches the

destination.

The concept of attractor selection along with the maximum state value favors the next

hop selection in a way that MARAS will keep selecting the same next hop as long as the

activity is high. When the activity drastically decreases, which reflects an undesirable

condition, e.g., connectivity loss or congested channel, state values will approach each

other. Then, the effect of noise changes the state values and allows a different neighbor to

be chosen. In such conditions, other routing protocols, e.g., AODV, DSR, issue additional

control messages to find a new route. However, MARAS is able to recover from such

conditions without using additional explicit control messages.

2.4.4 Route Maintenance

MARAS maintains the routes as long as they are being used and removes unused routes

after a certain period of time to save the resources required to maintain them. In order to
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keep the routing information updated, MARAS uses feedback packets to learn the current

condition of the network. Every time when the activity changes at reception of a feedback

packet or when it decays, Eqn. (2.8) is evaluated and the routing vector is updated. The

route maintenance mechanisms are explained in this section.

Feedback Packets

Each time a data packet arrives at the destination, a new feedback packet is generated and

sent back to the source. The feedback packet contains only the source and the destination

addresses and headers of underlying protocols. It utilizes the memorized previous hop in

the precursor list at each intermediate node to take the most recent route back to the source

and to avoid getting lost. During its journey, its traveled hop count information is kept in

the feedback window of each intermediate node for the purpose of activity calculation. The

hop count information in the feedback window is deleted after the window interval T to

avoid using outdated information.

In our previous study, the feedback packets were sent back to the source in a unicast

manner, which caused a high overhead. Since feedback packets can be used to update the

path to the destination, it would be more beneficial if all the neighbor nodes, not only the

target node of the feedback packet, receive them along the path. Moreover, we also embed

the activity of the current routing vector in the feedback packet to allow the neighbor nodes

to utilize this activity as a probabilistic value to decide whether to send out the HELLO

packets or not. When the activity is high, candidates other than the currently selected

next hop are not necessary. Hence, the neighbor nodes can send out less HELLO packets

to reduce its bandwidth consumption. Moreover, the smaller number of neighbor nodes in

case of high activity is favorable because there will be less unnecessary random walk effects.

As a result, MARAS with broadcast feedback packets should have a higher performance

than the original one and this is shown through simulations in Section 2.5.5.
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Activity Calculation

The activity of each routing vector is calculated upon the arrival of a feedback packet

at time t0 based on the traveled hop count of the most recent feedback packet and the

minimum traveled hop count in the feedback window:

α(t0) =
mint0−T<t≤t0 {w(t)}

w(t0)
, (2.9)

where w(t) is the traveled hop count of the feedback packet arriving at time t. Moreover,

the activity remains the same until the next activity recalculation, which occurs by either

the next arrival of feedback packet or the activity decay mechanism (see the next section).

The activity changes according to the hop count to the destination in the range between

0 and 1. If the hop count to the destination becomes larger, then it means that the current

path to the destination is no longer appropriate and an attempt to find a better path

should be made. Therefore, the activity will decrease and the effect from noise will induce

a random walk. On the other hand, once a shorter path is found, α(t) will instantly become

1. MARAS will continue using this new path until another change occurs in the network.

Activity Decay and Routing Vector Update

When a route is broken, data packets cannot arrive at the destination and there will be no

feedback packet returning to the source. In such condition, the activity must decay to let

the system escape from a stalling condition. In case of unidirectional links, the absence of

feedback is treated similarly to the case of a broken link. This implies that paths consisting

of bidirectional links are preferably chosen.

In our protocol, the decay process is periodically performed over interval τ = 1.0 s,

i.e., at τ, 2τ, . . . , kτ . Given the current time t, where kτ ≤ t < (k + 1)τ , and the most

recent feedback packet arrival at t0, we use the simple activity decay equation of the stored
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activity:

α(t) =


α(t0) if t− τ ≤ kτ < t0 < t

α(t0)− δ if t− τ ≤ t0 ≤ kτ < t

α(t− τ)− δ otherwise,

(2.10)

where the decay constant δ = 0.1 is used for the current implementation. The activity

decay mechanism is performed regardless of the feedback packet arrival. Therefore, when

there is no incoming feedback packet, the activity will continuously decay and the routing

vector will be updated using the decayed activity.

Attractor Selection-based Route Recovery

In MARAS, data packets occasionally take a random walk looking for a new path to the des-

tination due to the noise term and the random routing vector as explained in Section 2.4.1.

This behavior of data packets inherently contributes to route recovery. As such, MARAS

does not require any specific mechanism designated for route recovery.

However, using the data packet as a route recovery packet has the drawback of possibly

lower delivery ratio due to loss of data packets. From the viewpoint of delivery ratio and

overhead, the number of hops should be limited to as small number as possible. On the

other hand, from the viewpoint of route recovery, the number of hops should be as large

as possible to increase a chance of finding a new route. This trade-off is considered in our

implementation and we introduce the random walk range ρ and random walk threshold θ for

this purpose. Whenever the activity is lower than the random walk threshold θ, the TTL of

data packets is limited to the random walk range ρ instead of the default TTL to avoid the

negative effect of too long paths and infinite loops as MARAS has no explicit loop-avoiding

capability. We use empirical values ρ = 10 and θ = 0.6 throughout this study.
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2.5 Evaluation

We evaluate MARAS with the network simulator QualNet and compare its performance

with that of AntHocNet [22] and AODV [51]. We use the code of AntHocNet from the de-

velopers available at [26] and the implementation of AODV in QualNet, which uses HELLO

packets, local route repair, and intermediate node reply features. We choose AODV as it is

a well-known reactive routing protocol and our protocol is also reactive. Moreover, AODV

shows a very good performance in the evaluation of [4]. The other protocol, AntHocNet, is

an ant colony optimization-based ad hoc routing protocol and is a hybrid routing protocol

that uses both reactive route establishment and recovery together with a proactive route

maintenance. We choose AntHocNet as it is also a biologically inspired routing protocol

and the routing decision is made stochastically.

The evaluation section is separated into four parts. First, we evaluate MARAS and

compared protocols in a failure scenario, in which we aim to show its robustness against

various levels of failures. Then, we move on to the evaluation of scalability in terms of

node density. Afterwards, the adaptability of each protocol over the amount of traffic load

is evaluated. Lastly, we evaluate the protocols under a mobility scenario. In each part,

we use the parameters varying from the normal values to the extreme ones because our

objective is to study the survivability of our protocol in extreme cases, i.e., unexpected

events. In case of unexpected events, fine-tuning of parameters is not possible for any

protocol but only its adaptability and, in the worst case, survivability features can be relied

on in such conditions. Therefore, we kept the default values of parameters of each protocol,

including ours, throughout the evaluation to observe such features of each protocol.

2.5.1 Common Simulation Settings

In this section, we describe the common simulation settings and parameters that we use in

the non-mobility cases (Sections 2.5.2–2.5.4).

The area of the evaluation scenario is 1500×1500 m2. We use the uniform node place-

ment in QualNet, which divides the simulation area into grids and uniformly places a node
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Table 2.1: Simulation parameters of MARAS

Category Parameter Name Value

Attractor selection
High value β 10
Activity exponent γ 3

Activity calculation
Window interval T 1.0 s
Decay constant δ 0.1
Decay interval τ 1.0 s

Routing
Random walk threshold θ 0.6
Random walk range ρ 10

within each tile. Each node in the simulation uses the IEEE 802.11b wireless module with

data rate of 2 Mbps which is the common configuration in many other protocol evalua-

tions [22, 65]. The free-space radio propagation model is used here to avoid additional

complexity of interpreting our results and the approximate radio range is 510 m. Addition-

ally, we assume an infinite wireless interface buffer at each node and CBR traffic is used with

UDP as a transport layer protocol to avoid observing effects from the congestion control

mechanisms of TCP. We use CBR of 8 kbps which sends out 10 packets per second. The

simulation time is 1000 s where the traffic generation starts and ends with the simulation.

Please note that all results shown here are average values from 100 simulation runs.

We consider two performance metrics in this evaluation: delivery ratio and transmission

overhead. The delivery ratio is the ratio of successfully delivered data packets at the

destination over the number of all data packets sent from the source. The transmission

overhead is the ratio of the sum of all unicast and broadcast transmissions in the network

for the whole simulation to the number of the successfully delivered data packets. This

metric reflects the amount of network load inflicted by the delivery of each data packet.

The parameters of MARAS are summarized in Table 2.1 with their default values. The

parameters of AntHocNet are set according to the configuration file provided with the code

in [26]. The other parameters of AODV and MARAS, which are not given here, are default

values according to their implementations in QualNet.
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2.5.2 Evaluation against Failures

In this section, we briefly revisit the evaluation results against failures of MARAS from [7].

We use a failure model to simulate topology changes caused by joining and leaving nodes.

We force 25% among all 256 nodes to fail at the same time by switching their wireless

interfaces off using the API available in QualNet. Consequently, link failures occur and the

route recovery performance can be evaluated. Failing nodes are randomly selected among

all nodes excluding the source and the destination.

The failure interval is calculated by dividing the total simulation time by the number of

failure occurrences, which ranges between 100 s in case of 10 failures to 11.11 s in case of 90

failures. We decrease the failure interval when the number of failures increases to maintain

the same number of active nodes and to evaluate the effect of higher failure frequency. The

first group of nodes is forced to fail at 0 s. After a failure interval, the previously failing

nodes recover and a new group of randomly failing nodes is iteratively selected. Note that

the value 0 means no failure occurrences.

In this scenario we use two source/destination pairs. The two source nodes are those

closest to the lower left corner of the simulation area and the two destination nodes are those

closest to the upper right corner. The purpose of the selection of source and destination

pairs is to observe the interference caused between both sessions.

In Figure 2.4(a), MARAS achieves higher delivery ratio and lower transmission overhead

per successfully delivered packet than AODV for all cases. Although the delivery ratio of

AntHocNet is higher under less dynamic conditions with low failure occurrences, it becomes

much lower and drops faster over an increasing number of failure occurrences. The reason

of the decreased delivery ratio can be explained by Figure 2.4(b) where the overhead of

AntHocNet increases much faster than AODV and MARAS. The increased overhead here

is the effect of proactive broadcast forward ants and the slow adaptation to changes of

AntHocNet because it relies too much on the old pheromone information. Therefore, it is

sufficient to say that MARAS is more robust and adaptive against large number of failures

and changes in topology than AODV and AntHocNet.
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Figure 2.4: Evaluation results against number of failure occurrences

2.5.3 Evaluation against Node Density

In the previous simulation scenario, we have seen that MARAS is more robust to failure

than AODV and AntHocNet. However, the significant change of performance between 0

and 10 failures in Figure 2.4 raises the question whether the number of nodes has a direct

relation to the performance of the protocols. Therefore, we perform further evaluations

against node density over the same terrain size. Since node failures can be interpreted as

thinning the density, all nodes operate failure-free in the following evaluation. Moreover, we

randomly select two source nodes from 25% of the nodes in the leftmost area and connect

them with two random destinations among 25% on the rightmost area. This is done to

ensure that source and destination node are not located in direct transmission range of

each other.

In this scenario, the number of nodes is varied from 100 to 350 nodes in the 1500×1500 m2

area which corresponds to each point on the x-axis of Figure 2.5. Note that the error bars in

Figure 2.5(a) are the confidence intervals for 99.95%. From Figure 2.5(a), it can be clearly

seen that MARAS has a lower delivery ratio in the low node density cases. However,

MARAS can nearly maintain this performance when the node density increases because

MARAS creates less interference than AODV and AntHocNet as it does not use broadcast
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Figure 2.5: Evaluation results against node density

control packets. Moreover, the overhead of MARAS does not increase much as the node

density increases, as shown in Figure 2.5(b). On the other hand, AntHocNet, which can

achieve higher delivery ratio in low node density cases, cannot maintain its performance due

to its much higher overhead requirement when the node density increases. The performance

of AODV lies between MARAS and AntHocNet in both delivery ratio and overhead. From

these results, we can say that MARAS is more resilient to increasing node density than

AODV and AntHocNet.

2.5.4 Evaluation against Number of Traffic Sessions

In MANETs, it is not possible to directly control the traffic or network admission. In the

previous section, we investigated how each protocol behaves when there are too many nodes

joining the network. In this section, we investigate how each protocol operates under heavy

traffic conditions. The source and the destination pairs are randomly selected in the same

way as described in Section 2.5.3. The results from varying the number of traffic sessions

from 2 to 20 sessions with 256 nodes are shown in Figure 2.6.

In Figure 2.6(a), the delivery ratio of AntHocNet is very high when the number of

traffic sessions is low and the delivery ratio of AODV and MARAS is also sufficiently high

in such cases. However, as the number of traffic sessions increases, it can be observed that
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Figure 2.6: Evaluation results against number of traffic sessions

the delivery ratio of MARAS degrades slower than that of AODV and AntHocNet, which

means that MARAS can tolerate more traffic load. In heavy traffic conditions, AODV and

AntHocNet keep trying to use the shortest path to the destination because they can not

detect that it has already been congested. Therefore, AODV and AntHocNet suffer from

transmission errors, lower delivery ratio, and consequently the high overhead as shown in

Figure 2.6(b). On the other hand, MARAS can avoid such problems because the activity

decreases when data does not arrive at the destination, which allows MARAS to be able

to find another path to the destination. As a result, MARAS can still keep delivering

data packets in a small portion while AODV and AntHocNet are totally unable to provide

routing service under such intense conditions. Considering this situation as an emergency

condition where every node tries to send out data at the same time, MARAS can survive in

such a condition to deliver a small amount of emergency messages or controlled messages

and does not completely break down. Hence, MARAS can be regarded as more resilient to

high load conditions than AODV and AntHocNet.
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2.5.5 Evaluation under Mobility Scenarios

Mobility is a crucial characteristic of MANETs, therefore, we perform an additional evalu-

ation of MARAS against AODV under mobility scenario in this section. Under this mobil-

ity scenario, we evaluate not only the previous version of MARAS (denoted by MARAS-

Unicast), but also the newly improved MARAS with broadcast feedback packet (denoted

by MARAS-Broadcast), as mentioned in Section 2.4.4. For AODV, we use two different

settings, one using HELLO packet (denoted by AODV+HELLO), and the other that does

not use HELLO packet (denoted by AODV-HELLO).

The random waypoint mobility model is used in this scenario, where the maximum

speed varies from 5, 10, to 20 m/s, which correspond to a walking speed, a bicycling or slow

vehicles speed, and vehicular speed, respectively. The minimum speed of 1 m/s has been

used with 0-second pause time. The simulation area is 3000× 3000m2 with the number of

nodes varying from 100 to 500 nodes, initially distributed uniformly in the whole simulation

area. The simulation duration is 1000 seconds. There are 5 sessions of CBR traffic with

40 Kbps data rate, in which the source and the destination pairs are randomly selected with

a constraint that both are not initially in each other’s transmission range.

The metrics that we consider here are the number of delivered packets, which reflects

the network capacity, and the network-wide transmission count, which reflects the amount

of overhead induced by the routing protocol.

The obtained results of each case of maximum speed are very similar. Therefore, only

the results from the case of 20 m/s maximum speed are shown in Figure 2.7. In this figure,

each point in the figures is the average result of 50 simulation runs. When the number

of nodes increases with the fixed amount of traffic, it can be seen that the number of

delivered packet of AODV adaptations decreases drastically, see Figure 2.7(a). This result

shows that AODV cannot cope with the increased amount of network nodes, which is

likely to occur in everyday situations, for instance, in downtown areas, in crowded halls, or

while commuting. On the other hand, MARAS, regardless its inferior number of delivered

packets, can maintain its performance through the changes in the number of nodes. The
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Figure 2.7: Evaluation results under mobility scenario

reason behind this is shown in Figure 2.7(b), where it can be seen that MARAS, which

uses less control message flooding, has much lower transmission overhead than adaptations

of AODV. Please also note that the newly improved adaptation of MARAS noticeably

outperforms the original one in both terms of the higher network capacity and the lower

overhead.

Additionally, we evaluate MARAS against AODV in an even more realistic scenario,

where the amount of traffic also increases when the number of nodes increases. This scenario

can be found in networks managed by telecommunication providers where the amount of

traffic is estimated by a certain percentage of the number of participating nodes. Due to

the constraints of MANETs which have limited bandwidth, we estimate that there is only 1

pair of active users per 100 users (1 percent). Other than the traffic parameter, the settings

and the metrics used are the same as the above scenario. The results of this scenario are

shown in Figure 2.8 where each point is an average of 10 simulation runs and the value on

the y-axis is normalized per session for ease of interpreting the results.

In Figure 2.8(a), we can see a similar tendency as in Figure 2.7(a). However, the

decreasing slope of the number of delivered packets of AODV is steeper than in Figure

2.7(a), which shows that the parameter that affects this metric is not only the number of

nodes but also the number of traffic sessions. We also extended the x-axis further than
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Figure 2.8: Evaluation results against both increasing node density and traffic

in Figure 2.7 to 1000 nodes, which confirms that AODV cannot survive in this high dense

and heavy traffic. To the contrary, MARAS can maintain its performance and especially

MARAS-Broadcast has a very low transmission overhead compared to the other comparison

protocols, see Figure 2.8(b).

2.6 Summary

In this chapter, we described MARAS, a resilient routing protocol for MANETs inspired by

the biological attractor selection mechanism. This mechanism is formulated by non-linear

stochastic differential equations with a control factor, called activity, which influences the

degree of randomness in the selection process. Feedback packets are used to evaluate the

route that each data packet takes and to update the activity at each node in the route

by using the hop count information, allowing the route to react to changes in the network

without creating additional control overhead on changes. As a result, MARAS is adaptive

and resilient to failures and can operate under high node density or heavy load conditions.

Our focus of this study is on the survivability of the routing protocol under extreme

conditions, in other words, unexpected events. We strongly believe that it is necessary for

the routing protocol to operate even though at lower performance level instead of ceasing
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its operation in such condition. Therefore, we evaluated MARAS against AODV and An-

tHocNet in extreme conditions, i.e., frequent failures, high node densities, heavy traffic,

mobility, and the combination of them. The evaluation results show that MARAS can

achieve a higher delivery ratio and a lower overhead than the other well-studied routing

protocols, AODV and AntHocNet, in such conditions.

MARAS should be used in scenarios that are generally appropriate for reactive routing

protocols, i.e., bandwidth-scarce and high dynamics scenarios. Reactive routing protocols,

like MARAS, generally cannot handle many concurrent traffic sessions due to multiplicative

overhead required to maintain each session. However, based on evaluation results, it can be

seen that MARAS can handle more traffic sessions than other reactive routing protocols,

i.e., AODV and AntHocNet. Moreover, MARAS can operate using a range of parameters

without the needs of fine-tuning. This characteristic is useful in comparison to zone-based

or cluster-based routing, which usually needs such fine-tuning effort. In conclusion, our

proposal is superior than existing protocols like AODV and AntHocNet under extreme

condition without sacrificing much performance under normal conditions.

In the future, we would like to study the behavior of MARAS under more realistic fading

models, e.g., two-ray model, Rayleigh model, in which we expect similar results as long as

key parameters, such as, number of nodes, node density, relative mobility between nodes,

the distance of radio communication, and the distance of radio interference, are kept the

same.
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Chapter 3

Traffic Distribution over Multiple

Paths with Attractor Perturbation

Preface

Portions of this chapter were previously published as ‘Noise-assisted traffic distribution

over multi-path ad hoc routing,’ in Proceedings of 4th International Symposium on Ap-

plied Sciences in Biomedical and Communication Technologies (ISABEL) where copyright

is held by ACM, and are under reviewing process (conditionally accepted) as ‘Noise-assisted

Concurrent Multipath Traffic Distribution in Ad Hoc Networks,’ for publication in IEICE

Transactions on Communications (Special Section on Progress in Information Network Sci-

ence) where copyright is held by IEICE, and have been reproduced with permission.

3.1 Introduction

Computer network architectures and their protocols have become increasingly sophisticated

over time through addition of many features to support new applications, such as multime-

dia streaming, voice-over-IP (VoIP), or online gaming. These new protocols often require

a careful fine-tuning of parameter values to operate at their best performance. However,
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different traffic conditions may require different settings of protocol parameters that need

to be manually readjusted. Since the total number of possible situations occurring in the

real world is too large to be handled by preprogrammed sets of definitions, it is necessary

that new networking mechanisms are designed in a flexible and adaptive manner to cater

for any changes in the environment. Reliability of the communication channel is partic-

ularly important for wireless networks due to the limited available wireless spectrum and

fluctuating channel characteristics. Additionally, in mobile ad hoc networks (MANETs), a

specific type of infrastructure-less wireless network, the nodes can be mobile which leads to

sudden changes in connectivity and network topology.

Beside conventional approaches that have been proposed to improve adaptability in ad

hoc networks, also concepts based on biological mechanisms have been proposed [24,48] for

self-organized control since they are able to provide greater robustness and adaptability to

external influences. The underlying idea is to derive a protocol that is based on the model

of a natural phenomenon. For example, swarm intelligence is a concept where individual

agents mimic the behavior of insect swarms, e.g. ants or bees, during foraging and it has

been successfully applied to routing problems [13]. Firefly groups perform a distributed

synchronization of their flashing behavior and this was applied to synchronization in sensor

networks [61]. Reaction-diffusion describes the chemical dynamics of morphogens in the

development of stripes or spots on animal furs. Based on the reaction-diffusion dynamics

the coding rate for camera sensor networks can be controlled [68].

Since biological systems are often described as dynamic systems, they rely on a mathe-

matical formulation given as differential equations. In dynamic systems, attractors describe

the states to which the system evolves over time. In the past, we studied the concept of

attractor selection, which is based on the dynamics found in gene expression [33] and has

been previously also applied to tackling problems in communication networks [7, 40]. In

this chapter, we apply a similar biological mechanism called attractor perturbation (AP),

which is derived from the fluctuation-response relationship observed in an experiment on

the evolution of functional proteins in a cell [54]. A previous application of AP to wireless

networks can be found in [39,64].
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In this chapter, we focus on bandwidth improvement and end-to-end delay minimiza-

tion in ad hoc networks. In terms of bandwidth improvement, one of the most common

approaches is using multiple paths in the same or across different media (multihoming). To

enable the ability to utilize multiple paths concurrently, there are a few existing work in

both wired, e.g., Opportunistic Multipath Scheduling (OMS) [17], and wireless networks,

e.g., Concurrent Multipath Transfer (CMT) [12, 31] and Adaptive Load Balancing Algo-

rithm (ALBAM) [74]. However, most existing control methods require a full knowledge of

the current network status, e.g., queue length on each node, which is difficult to obtain

or requires frequent probing which causes bandwidth degradation. Therefore, we consider

applying AP to concurrent multipath traffic distribution to improve the available band-

width while utilizing the AP relationship to predict the outcome of traffic adjustment and

attempt to also minimize the end-to-end delay at the same time.

The rest of this chapter is organized as follows. Based on the biologically-inspired mech-

anisms explained in Section 1.2.4, we describe our problem scenario of traffic distribution

in multi-path routing and investigate the applicability of AP on eht problem in Section 3.2.

The proposed concurrent traffic distribution algorithm is explained in Section 3.4. Then,

the evaluation results from simulation are presented and discussed in Section 3.5. Finally,

we conclude this chapter and describe future work.

3.2 Motivation and Problem Formulation

The advantage of using multiple paths is that if one path breaks due to failures at interme-

diate links or nodes, the other paths can still be maintained. Furthermore, using multiple

paths permits a better balancing of loads by distributing traffic more evenly in the network.

Especially, if nodes in an ad hoc scenario are operated by batteries, this may lead to reduced

energy consumption of intermediate nodes. Finally, using multiple paths concurrently can

improve the total available bandwidth in the network.

In today’s wireless networks, it becomes common that participating devices can connect

to more than one radio access technologies (RAT) and even within the same RAT, there
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are multiple possible separated channels to use. Therefore, the concept of multipath can

now be extended to multi-channel and multi-homing in heterogeneous wireless networks.

Even though our current work is focused on ad hoc networks, our concept of path is appli-

cable to traffic allocation over multi-channel and multi-homing scenarios. The allocation

granularity, which describes the unit of information allocated to each path, is also of great

importance [49]. Coarse granularities, such as per-connection or per-flow, tend to reduce

the management overhead, but are not as flexible as small granularities, e.g., per-packet,

since these permit a better distribution of traffic. However, per-packet granularity may

require reordering at the destination, if the latencies differ too much among paths.

Eqn. (1.2) reveals that the difference in the average of the variable x before and after

applying a change to the force a is linearly proportional to the amount of change in a and

the variance of the variable x prior to the change. Therefore, one can predict the response

to the applied force from the fluctuation of the targeted system. Since the amount of change

in a can be seen as controllable, it is possible to adjust the difference in average of x, called

perturbation, by taking the current variance of x into consideration. Obviously, using the

same amount of force ∆a to perturb the average of x when the variance σ2
a is large will

also lead to a larger perturbation, as shown in Fig. 1.2. Based on this relationship, we plan

to use this model to estimate the required amount of force required to achieve the desired

amount of perturbation.

The requirement of applying the AP model is that the variable x has a Gaussian-like

distribution as assumed in model derivation [54]. Theoretically speaking, end-to-end delays

in ad hoc networks should follow Gaussian distribution. However, it might not be the case in

real world scenarios. Therefore, to confirm the applicability of AP model for our proposal,

we have performed simulations to confirm the delay distribution in ad hoc networks and

discovered that it is similar to the Gaussian distribution. Moreover, there exists an AP

application for traffic rate control to achieve target delay on wired networks [64]. Even

though the work was designed for wired networks, it should also be applicable ad hoc

networks since AP allows simplifying the system as a black box by observing only the

end-to-end variables and overlooking the underlying details. Combining the above two
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reasons, we decided to use AP for concurrent multipath traffic distribution which could be

achieved by performing AP-based traffic rate control on each path, aiming to obtain overall

higher bandwidth and lower average end-to-end delay. The minimization problem for the

application is formulated in the following subsections.

3.2.1 System Model

In this study, we consider a situation where a source node is connected to the destination

node via multiple paths and each path i does not cause interference with one another, as

illustrated in Fig. 3.1. This network model covers both ad hoc (or mesh) networks with

multiple radio channels and also multihoming system. For the sake of simplicity, we consider

only n = 2 in this study but the proposed method can be extended to n > 2 cases as shown

in 3.2.5.

The notations of variables on each path i are as follows:

• Observed end-to-end delay (measurable variable): xi

• Current traffic rate (controllable variable or force): ai

• Amount of traffic rate adjustment: ∆ai

• Average end-to-end delay prior to applying ∆ai: x̄i

• Average end-to-end delay after applying ∆ai: x̄
′
i

• Delivered packet count: ni

3.2.2 Problem Definition: 2 Paths

Our proposal aims at minimizing the average end-to-end delay of all packets. Using AP, we

attempt to minimize the total delay sum, which directly corresponds to the average delay

of all packets on both paths. The delay sum can be estimated through the product of the

expected delay and the adjusted traffic rate on each path.
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Figure 3.1: Overall system model

According to the AP concept, in case of two paths, we can calculate the expected average

delay x̄′i as follows:

x̄′1 = x̄1 + b1 ∆a1 σ
2
1 (3.1)

x̄′2 = x̄2 + b2 ∆a2 σ
2
2 (3.2)

Therefore, we can define a function f(∆a1,∆a2) as an estimation of the average delay

after applying traffic rate adjustment ∆ai as follows.

f(∆a1,∆a2)

= (a1 + ∆a1) x̄′1 + (a2 + ∆a2) x̄′2

= (a1x̄1 + a2x̄2) +
(
x̄1 + a1b1σ

2
1

)
∆a1

+
(
x̄2 + a2b2σ

2
2

)
∆a2 + b1σ

2
1∆a2

1 + b2σ
2
2∆a2

2

(3.3)

Given that c′ = (a1x̄1 + a2x̄2), c1 =
(
x̄1 + a1b1σ

2
1

)
, c2 =

(
x̄2 + a2b2σ

2
2

)
, k1 = b1σ

2
1,

and k2 = b2σ
2
2, Eqn. (3.3) can be formulated as a constrained optimization (minimization)
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problem as follows:

Minimize

f(∆a1,∆a2) = c′ + c1∆a1 + c2∆a2 + k1∆a2
1 + k2∆a2

2

subject to ∆a1 + ∆a2 = 0

(3.4)

The solution of the minimization problem in Eqn. (3.4) is the amount of the adjustment in

traffic rate to be applied to each path in order to achieve minimal average end-to-end delay

of all packets. The subject to condition is required since the total amount of traffic prior

and after adjustment has to be the same.

3.2.3 Lagrangian Optimization

The minimization problem which has the form as in Eqn. (3.4) can be solved using La-

grangian Optimization.

The Lagrangian has the general form of

L(x∗, λ∗) = f(x)− Σi[λi(gi(x)− bi)]

where x∗ is the optimal solution of x and λ∗ is the penalizing Lagrangian multiplier.

The associated Lagrangian of Eqn. (3.4) is:

L(∆a∗1,∆a
∗
2, λ
∗) = c′ + c1∆a∗1 + c2∆a∗2 + k1∆a∗21

+ k2∆a∗22 − λ∗ (∆a∗1 + ∆a∗2)
(3.5)

∂L

∂∆a∗1
= c1 + 2k1∆a∗1 − λ = 0 (3.6)

∂L

∂∆a∗2
= c2 + 2k2∆a∗2 − λ = 0 (3.7)

∂L

∂λ∗
= − (∆a∗1 + ∆a∗2) = 0 (3.8)

In the three Eqns. (3.5)–(3.7), there are three unknown variables ∆a∗1, ∆a∗2, and λ∗.

Therefore, this optimization problem can be solved and we obtain the optimal amount of
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traffic rate adjustment ∆ai for each path i to minimize the sum of average delays.

3.2.4 Optimal Solution

According to steps taken in Section 3.2.3, the optimal solution in case of two paths is as

follows.

∆a∗1 =
c2 − c1

2(k1 + k2)

=
(x̄2 + a2b2σ

2
2)− (x̄1 + a1b1σ

2
1)

2(b1σ2
1 + b2σ2

2)

(3.9)

∆a∗2 = −∆a∗1 (3.10)

3.2.5 Extended Model for n Paths

According to the AP concept, in case of n paths, we have:

x̄′1 = x̄1 + b1 ∆a1 σ
2
1

x̄′2 = x̄2 + b2 ∆a2 σ
2
2

...

x̄′n = x̄n + bn ∆an σ
2
n

Total delay summation of n-path case can be calculated as follows.

f(∆a1,∆a2, . . . ,∆an)

= (a1 + ∆a1) x̄′1 + · · ·+ (an + ∆an) x̄′n

= (a1 + ∆a1) (x̄1 + b1 ∆a1 σ
2
1) + . . .

+ (an + ∆an) (x̄n + bn ∆an σ
2
n)

= (a1x̄1 + · · ·+ anx̄n) +
(
x̄1 + a1b1σ

2
1

)
∆a1 + . . .

+
(
x̄n + anbnσ

2
n

)
∆an + b1σ

2
1∆a2

1 + · · ·+ bnσ
2
n∆a2

n

= Σn
i

(
aix̄i + (x̄i + aibiσ

2
i )∆ai + (biσ

2
i )∆a

2
i

)

(3.11)
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Minimization problem can be formulated similarly to the 2-path case:

Minimize

f(∆a1,∆a2, . . . ,∆an)

= Σn
i

(
aix̄i + (x̄i + aibiσ

2
i )∆ai + (biσ

2
i )∆a

2
i

)
subject to Σn

i ∆ai = 0

(3.12)

The associated Lagrangian of Eqn. (3.12) is:

L(∆a∗1, . . . ,∆a
∗
n, λ
∗)

= Σn
i

(
aix̄i + (x̄i + aibiσ

2
i )∆a

∗
i + (biσ

2
i )∆a

∗2
i

)
− λ∗Σn

i ∆a∗i

(3.13)

∂L

∂∆a∗1
= a1b1σ

2
1 + 2b1σ

2
1∆a∗1 − λ = 0 (3.14)

...

∂L

∂∆a∗n
= anbnσ

2
n + 2bnσ

2
n∆a∗n − λ = 0 (3.15)

∂L

∂λ∗
= −Σn

i ∆a∗i = 0 (3.16)

From Eqn. (3.13)–(3.16), we can form an augmented matrix as follows:



2b1σ
2
1 0 0 . . . 0 −1 −2b1σ

2
1

0 2b2σ
2
2 0 . . . 0 −1 −2b2σ

2
2

...
...

. . . . . .
...

...
...

0 0 . . . 2bn−1σ
2
n−1 0 −1 −2bn−1σ

2
n−1

0 0 . . . 0 2bnσ
2
n −1 −2bnσ

2
n

1 1 . . . 1 1 0 0


.

The above augmented matrix can be solved using row elimination technique.
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Figure 3.2: Numerically simulated fluctuation and response of dynamic system

3.3 Preliminary Investigation

Let us now show the applicability of attractor perturbation as adaptive method for traffic

distribution. In this section, we first perform a numerical verification of the AP model by

evaluation of stochastic differential equations. Next, we study the behavior of AP based

proposal in ad hoc network simulations.

3.3.1 Evaluation of Linearity between Fluctuation and Response

For our numerical evaluation we first show that this attractor perturbation principle actually

holds in theory. To do this, we define a simple theoretical attractor model like the one in [38]:

dx

dt
= −ρ (x− x0) + η (3.17)

where x is the state variable, ρ is the speed of adaptation, x0 is the attractor, and η is

noise. Fig. 3.2a shows how the initial black histogram at x0 = 0 gets perturbed by the

same force, but to different offsets for ρ = 0.1 and ρ = 1.0. The term ρ controls the softness

of adaptation in the dynamic system and represent the internal fluctuations. A smaller ρ

leads to slower adaptation of x in Eqn. (3.17) and therefore to a larger variance. Repeating
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Figure 3.3: Histogram of packet delays when doubling the traffic rate at 500 s

this experiment for different force values (1 and 5) and random ρ shows us the expected

linear behavior, when we plot variance of x on the x-axis and average perturbation on the

y-axis of Fig. 3.2b.

We can see from Fig. 3.2 that the linear relationship exists and we can exploit this for

our traffic distribution method in multi-path networks. Note that the slope of the lines in

Fig. 3.2b corresponds to the constant b term in Eqn. (1.2).

3.3.2 Simulation of Network Traffic

To demonstrate the validity of AP based traffic distribution, we performed simulations of

a mobile ad hoc network using the QualNet network simulator. The scenario consists of an

area of 1000× 1000 m2, where 25 nodes are uniformly distributed. The simulation duration

is 1000 s for each run. There are 5 traffic sessions starting at 1 s: 1 CBR session with packet

size of 250 Bytes and 100 ms sending interval, and 4 random traffic sessions with the same

packet sizes and exponentially distributed sending intervals with average of 1000 ms serving

as background traffic. The underlying routing protocol is MARAS [7].

In order to clearly observe the effect of AP, we change the sending interval of CBR

packets from 100 ms to 50 ms at half of the simulation time (500 s) and the results are

shown in Fig. 3.3. For several randomly seeded trials, we observe that the variance σ2 of
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end-to-end delays during the first 500 s varied depending on the random initial configuration

and we could categorize two cases, one with high variance and one with low variance. In

Fig. 3.3a the high variance case is shown and the initial average and variance of end-to-end

delay before the traffic rate change were 1.653 ·10−2 s and 1.176 ·10−4 s2, respectively. After

applying the force to the system through the traffic rate change, the new average delay

became 2.009 · 10−2 s. On the other hand, in the case of Fig. 3.3b which has much lower

variance of 1.581 · 10−5 s2 than in the high variance case, the average delay changes from

1.108 · 10−2 s to 1.391 · 10−2 s. In summary, it can be seen that (i) the average delay can

be influenced by the change in traffic rate, and (ii) the perturbation is larger in the case of

larger variance.

3.3.3 Discussion

In this section, we introduced attractor perturbation (AP), a novel biologically inspired

approach which can perform a simplified control of an underlying system. With AP, it

is possible to regard the whole underlying system as a black box and perform control

based on observed average and variance of the time series of the considered performance

metric. According to our evaluation, it can be seen that the concept of AP is feasible for

network control in ad hoc networks. Simulation results showed for a single path as well

as numerical evaluations of the theoretical differential equation reveal that the fluctuation-

response relationship is visible. As a result, this relationship can be used to estimate

the optimal amount of traffic change to achieve minimal average end-to-end delays for all

packets in order to distribute traffic over multi-path routing as proposed in this chapter.

This section reported on the first steps of our research on traffic distribution in a multi-

path ad hoc network. Even though our simplified network simulations were made over only

a single-path routing protocol, we can expect similar results in case of multi-path routing

if disjoint paths are used. As a result we have further study the multiple paths case in the

following section.
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3.4 Concurrent Multipath Traffic Distribution

The optimal solution ∆a∗i from Eqn. (3.9)–(3.10) is used in the following Alg. 1, executed

at the source every interval ρ (= 5 s in our simulation experiments). Currently, to study

a pure behavior of our proposal, we assume that the end-to-end information is known to

the source node without an actual measurement. However, a feedback mechanism can be

easily implemented to deliver these information to the source node. Since the statistical

information is needed only once every execution interval, the overhead can be considered

negligible and the actual results should be similar to the simulation results shown in this

chapter.

Algorithm 1 AP-based Traffic Distribution

1: procedure AdjTraffic(x̄1, σ
2
1, a1, n1, x̄2, σ

2
2, a2, n2) . Only AP+Com uses n1, n2

2: for all i do
3: x̄i ← (ρ(ρai − ni) + x̄ini) /ρai . Delay compensation (AP+Com only)
4: end for
5: (∆a∗1,∆a

∗
2) ← SolveMinimization(x̄1, σ

2
1, x̄2, σ

2
2)

6: if |∆a∗1| > αmax × (a1 + a2) then

7: ∆a∗1 ← αmax × (a1 + a2)× ∆a∗1
|∆a∗1|

8: ∆a∗2 ← −∆a∗1 . Rate adjustment maximum ratio αmax

9: end if
10: a1 ← a1 + ∆a∗1
11: a2 ← a2 + ∆a∗2
12: end procedure

In every iteration of the algorithm, the AP-based protocol (AP-Com) uses the measured

average x̄i, the variance σ2
i , and the current traffic rate ai to solve minimization problem.

The optimal solution is applied to the current traffic rate gradually which is controlled by

the rate adjustment maximum ratio αmax.

An AP-based protocol with delay compensation (AP+Com) is also proposed here. The

delay compensation process serves to maintain throughput in our mechanism with the price

of using more information of the delivered packet count ni on each path i for calculating the

number of lost packets. Without delay compensation, AP-Com behaves in favor of lower

delay regardless of the delivery performance on each path. In AP+Com, we compensate
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packet loss assuming that each lost packet has the end-to-end delay equals to ρ. We will

show results of AP-based control with and without delay compensation in the evaluation

section.

The coefficient bi is required to solve the minimization problem. This value is crucial for

estimating the average delay after applying the traffic rate adjustment and is determined

in every iteration based on the current iteration’s average delay, the previous iteration’s

average delay and variance, and the amount of rate adjustment applied in the previous

iteration using Eqn. (1.2). In case that there is no traffic rate adjustment on the previous

iteration, the default b given in the configuration is used in that iteration and the accurate

bi can be calculated on the subsequent iteration. Note that another research on AP in

wired networks [64] has found that the AP-based control does not require a fine-tuning of

coefficient b. We will show later in Section 3.5.4 that the same concept also holds in our

wireless case.

3.5 Evaluation

To demonstrate the validity of the AP-based traffic distribution, we performed simulations

using the QualNet network simulator. We divided the evaluation into two parts, bandwidth

improvement and end-to-end delay improvement evaluation.

3.5.1 Comparison Target

In bandwidth improvement evaluation, we compare the performance of the AP-based pro-

posal to two existing multipath transport layer controls: Concurrent Multipath Transfer

(CMT) [31] and Multipath Real-time Transport Protocol (MPRTP) [57]. CMT utilizes

SCTP [58] protocol to send data concurrently to the destination which has multiple net-

working interfaces, while MPRTP is an extended version of RTP protocol, which utilizes

UDP, to allow scheduling RTP traffic over multiple paths concurrently.

Our proposal is closely related to the recently proposed MPRTP protocol because both

are implemented over UDP. The scheduling algorithm of MPRTP uses loss rate, packet size

– 50 –



Chapter 3. Traffic Distribution over Multiple Paths with Attractor Perturbation

sum, bytes sent, and interval information from RTP’s receiver reports (RRs) to estimate

the bandwidth of the current path. The original paper explained the bandwidth calculation

on path j upon the arrival of ith RR as:

RR[j] =
(
∑HSNi

k=HSNi−1
sizeof(Xk))× (1− Li)
ti − ti−1

(3.18)

where HSNi, HSNi−1 are the Highest Sequence Received reported by the receiver in two

consecutive RRs, ti, ti−1 are the reception timestamps in two consecutive RRs, Li is the

reported loss rate in the latest RR, and sizeof(Xk) is the size of each packet k and the

sum gives the total bytes sent during the latest report interval.

Moreover, MPRTP uses packet loss information, to categorize paths into congested,

mildly congested, and non-congested conditions. The scheduler then continuously assigns

a part of traffic to each path, more if it is non-congested and less if it is congested, but

keeping the total rate the same. We have implemented the Algorithm 1 of [57] in QualNet,

assuming a perfect knowledge of end-to-end information instead of using real RR packets,

and compare its performance with our proposal.

As already mentioned above, CMT is implemented over SCTP which is supported by

IETF alongside with TCP and UDP as a general purpose reliable transport protocol with

connection-oriented, reliable data transfer, window-based, congestion control and flow con-

trol features, similar to TCP. One important feature of SCTP is its built-in multihoming

where a connection can be established between a set of IP addresses. However, a standard

SCTP uses only a pair of primary IP addresses at a time which does not allow concurrent

transmissions. CMT is a modified version of SCTP that allows concurrent transmissions

and includes few improvement on fast retransmission, congestion window update, and de-

layed acknowledgment algorithms. It was found in [12] that the receiving buffer, referred to

as rBuf in the original paper, can be a performance bottleneck to CMT. Therefore, we only

show the best CMT results without such constraint, called CMT Unlimited, as a reference

in this chapter.

We did not implement our proposal over TCP or SCTP because in TCP scheme, due to
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Figure 3.4: Simulation Scenario from [12]

various control mechanisms, e.g., rate control and congestion avoidance control, end-to-end

delays do not generally follow Gaussian distribution. There are a few special cases when

TCP traffic follows Gaussian distribution [34, 62], however, we leave the investigation on

those cases as a future work.

3.5.2 Bandwidth Improvement

We have set up the simulation scenario exactly the same as described in [12], see Figure 3.4.

There are two chains of nodes where the distance between nodes on the same chain is

300 m and the distance between chains is 450 m. The transmission range of each node is

approximately 370 m where the carrier sensing range and the interference range span further

under two-ray pathloss model without fading. The default transmission range of QualNet

5.2 is only 300 m and we matched the transmission range to [12] by slightly increasing the

TX power.

In this scenario, one chain serves as the main concurrent multipath bandwidth evaluation

and the other chain serves as interfering background traffic. On the main chain, each node

is equipped with two IEEE 802.11b interfaces connected to two non-interfering channels.

On the background traffic chain, each node is equipped with only one interface connected

to the second channel which is used in the main chain. The data rate for IEEE 802.11b is

2 Mbps and the RTS/CTS mechanism is enabled. Static routes are used in this simulation
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Figure 3.5: Bandwidth comparison between AP-based proposals and CMT unlimited rBuf
from [12]

to eliminate complications due to the effect of the routing protocol.

The number of nodes varies from 10 to 34 (4, 8, and 16 hops on each chain). The

traffic used in this evaluation is CBR with 1000 bytes per packet. We have performed

the simulations using a few traffic rates on the main chain and have selected the one with

highest obtained throughput and show the results in Figure 3.5. The main total traffic rates

for 4, 8, and 16 hop cases are 65.1, 48.8, and 48.8 KBps respectively, which are decided

based on the number of hops to the destination and the ratio of capacity explained in [44].

The main traffic is sent from the source during 60–360 seconds from a 420-second long

– 53 –



3.5 Evaluation

simulation run. The amount of background traffic varies from 0 to 24 packets per second.

The results of our protocol shown in Figure 3.5 are the average of 30 runs exactly the same

as in [12].

From Fig. 3.5, it can be clearly seen that MPRTP and AP-based methods can achieve

much higher throughput and is less susceptible to the interference from background traffic,

in comparison to CMT. Even though now the implementations of both methods do not

fully use feedback packets to gather the statistical information, a single feedback packet per

decision interval ρ (= 5 s in this study) can hardly affect the higher bandwidth shown here.

Therefore, we can claim here that the AP-based method and MPRTP are alternatives to

CMT, which can provide better bandwidth improvement when an application can tolerate

or handle packet loss.

Among UDP based proposals, MPRTP could achieve higher bandwidth due to its ac-

curate rule-based bandwidth prediction in cases of low interference and background traffic

load. However, when congestion occurs and more packet loss is observed, the bandwidth

difference becomes smaller, most likely because of the less accuracy of rule-based band-

width prediction of MPRTP. A similar behavior can be observed between AP+Com, which

estimates delay compensation using packet loss, and AP-Com which does not use delay

compensation. With the delay compensation process added in AP+Com, the performance

of the AP-based method is slightly better than in AP-Com because the compensated delay

reflects the actual network conditions better and enhances AP accuracy in estimating delay

after adjusting traffic rate. However, the performance difference becomes smaller in the

same manner to MPRTP when the load is high.

It is important to emphasize that, AP-Com which uses much less information, i.e., only

delay information without delivered packet count nor lost packet count in comparison to

AP+Com and MPRTP, can achieve comparable throughput to other protocols. This is

an evidence showing the adaptability of attractor perturbation based method and more

supportive results will be shown in the next subsection.
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3.5.3 End-to-End Delay Improvement

In this section, we evaluate the average delay of the AP-based proposal in mobile scenarios.

In mobile scenarios, an adaptive traffic distribution method is require since a traffic pattern

on a certain path is affected by changes in other paths due to re-routing, topology changes,

etc. To the authors’ knowledge, most concurrent multipath traffic distribution methods

do not support/consider mobile scenarios. Therefore, in addition to the baseline strategy

where the traffic is split evenly on both paths (evenly distributed) and MPRTP approach,

we developed another comparison method, called heuristic method, which operates based

on the end-to-end average delay in a similar manner to our AP-based method. The main

differences are that the heuristic method

• adjusts the traffic with the fixed ratio of the total traffic rate αmax (the AP-based

method calculates the optimal solution in the range of [−αmax, αmax]),

• cannot estimate the delay after applying the traffic rate adjustment, and

• makes the decision to transfer the traffic purely from the path with higher average

delay or the path with higher loss rate (in case of no delivered packet) to the path

with lower one.

We expect that the evaluation against the heuristic method shall reveal the importance of

taking the fluctuation into consideration when performing traffic distribution.

The scenario settings are as follows. 100 mobile nodes are distributed randomly in a

1500×1500 m2 area. The random waypoint model is used with a minimum speed of 2 m/s,

a maximum speed of 10 m/s, and a pause time of 30 s. Each node is equipped with two

802.11b interfaces with the data rate of 2 Mbps, connected to two non-interfering radio

channels. There is one main multipath traffic session with total traffic rate of 20 packets/s

and the packet size of 1000 bytes which is the same as the previous scenario. The number

of background CBR traffic sessions varies from 0, 4, 8, 12 to 16 sessions per channel. Every

background traffic session has the traffic rate of 1 packet/s. We chose a relatively low bit
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Figure 3.6: Performance comparison under mobility scenario

rate of background traffic to only increase interference while preserving bandwidth for the

main session.

The average results from 100 runs are shown in Fig. 3.6–3.7. Fig. 3.6 shows the through-

put and average delay againt the amount of background traffic. More details of average

delay on each run is shown in Fig. 3.7 using box-and-whisker diagram where the box reflects

lower quartile (Q1), median (Q2), and upper quartile (Q3). The bars show the range of

±1.5 IQR and the dots show the data that are out of that range.

It can be observed from Fig. 3.6 that the throughput of each approach is quite similar.

However, there is a significant difference in average delay as shown in Fig. 3.6(b). It is out of

question that the baseline approach without traffic redistribution, called evenly distributed,

has the worst average delay. AP proposals can achieve the same level of average delay

as MPRTP by using only end-to-end delay statistics. The newly proposed comparison

method heuristic, which uses only average end-to-end delay, performs much worse than AP

proposals because using only the average delay cannot provide a good estimate of the path

quality, i.e., congestion level.

Moreover, Fig. 3.7 indicates that the median of all methods generally follow the same

tendency of the average, except the heuristic one. This is an effect from cases where the

average delay is very high (capped and cannot be seen in the figure). Those cases are caused
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Figure 3.7: Average delay comparison under mobility scenario (y-axis is capped for visibil-
ity)

by the inappropriate traffic distribution that induced high congestion, which consequently

causes failure in routing; hence, a much higher end-to-end delay.

According to these results, it can be understood that AP-based methods which use both

average and fluctuation can perform relatively better than average value based methods like

heuristic. Therefore, it is safe to claim that considering not only the average delay in the

current interval but also the fluctuation is important for improving the performance of

traffic distribution method.

Additionally, by using purely delay statistical information, AP-Com can achieve compa-

rable throughput and end-to-end delay to MPRTP which uses more information of delivered

bytes and loss rate. Hence, it is confirmed that AP-based method does not need the details
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of the system under its control, which is preferable from an implementation viewpoint be-

cause a high processing overhead, energy consumption, and errors from actual measurement

can be avoided.

3.5.4 Discussion on Bio-inspired Adaptability

From Fig. 3.6–3.7, it can be seen that AP-Com is the best among all approaches. Even

though the throughput results of AP-Com in static ad hoc network scenario was slightly

lower than other approaches, it can adapt well to scenario with higher dynamics. This

result conforms with our previous assumption regarding rule-based bandwidth prediction of

MPRTP and delay compensation of AP+Com, and shows that a bio-inspired method indeed

has its adaptability over different scenarios without the need of fine-tuning parameters.

To further support this claim, we also added the results from bandwidth improvement

scenario with different coefficients b in Fig. 3.8. It can also be seen that with inaccurate

b for a specific scenario, the AP-based method can adapt to that situation and perform

considerably well, due to its core bio-inspired model.

3.6 Summary

We presented a novel biologically inspired concurrent multipath traffic distribution method

based on attractor perturbation (AP). Using AP, it is possible to regard the whole under-

lying system as a black box and perform control based on observed average and variance of
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the time series of the considered performance metric. Therefore, our proposal requires only

end-to-end statistical information to perform traffic distribution. From simulation results,

we have shown that our proposal (AP-Com) can achieve lower average end-to-end delay

without sacrificing throughput when compared to heuristic method and evenly distributed

traffic on all paths. Moreover, it can even achieve similar average end-to-end delay as

MPRTP which uses delivered bytes and loss rate in addition to delay information.

In addition to the performance aspect, our proposal does not require parameter fine-

tuning due to the nature of its bio-inspired core. The fluctuation, or noise, within the core

gives it a flexibility to handle frequent changes in the network. It is also expected that with

this adaptability, our proposal should be able to handle emerging problems better than

traditional methods.
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Chapter 4

Design Considerations for Future

Applications of Noise-based

Models

In this thesis, we have introduced two attractor-based mechanisms and proposed their

applications, which are shown to be adaptive due to the characteristics of their original

bio-inspired models. The two models have been used in only a few work, however, we

found that they have noticeable advantages over existing bio-inspired models. Therefore,

we dedicate this chapter to elaborate those advantages and considerations required when

applying noise-based models in the future. Note that the possible applications are not

limited to computer networking related as considered in this thesis.

4.1 Introduction

Since an introduction of bio-inspired mechanisms, there have been many research and a lot

of achievements using these mechanisms [16], especially in the field of bio-inspired network

systems [50]. Even though there are many bio-inspired mechanisms available, it is unclear

to application designers which mechanism is better than another. In other words, there is
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no common framework in which self-organizing mechanisms can be compared, much less

a common explanation for each and every component of self-organizing mechanisms. A

similar argument regarding evaluation framework exists in [50], and recently there have

been an attempt to classify a few bio-inspired mechanisms by their design patterns [28].

Sharing the same idea as the authors of [28], we would like to explain more about design

factors of our noise-based models to lessen the complication that might arise whenever the

models are reused.

Noise-based models used in this thesis are derived from cell biology. It is known that

there are multiple sources of stochasticity and heterogeneity in biological systems, which are

noise and its consequence respectively. Stochastic modeling of biological systems, therefore,

incorporates intrinsic noise using stochastic chemical kinetics. Intrinsic noise in biochemical

reactions is caused by randomness in many components, such as, DNA binding events,

mRNA transcription and degradation processes, and other protein-metabolite interactions

[67]. As a result, biological systems have developed to not only suppress noise but also

exploiting it.

Our first model of attractor selection is derived from a common and well-studied of

bistability in a reaction network which allows a single cell to select one of two phenotypic

traits at random. In our case, the model is derived from a synthetic bistable gene switch in

Escherichia coli in which mutually inhibitory operons govern the expression of two genes

required in two alternative nutritional environments, cells reliably selected the adaptive

attractor driven by gene expression noise [33]. With regards to the classification study

in [28], the attractor selection model does not fit into any of the patterns discussed, hence

we attempt to classify and further explain it here.

The second model of attractor perturbation is derived from a fluctuation-response re-

lationship between a fluctuation of measured fluorescence intensity value and a change of

phenotype by genetic mutation observed through mutation process of E. coli over multiple

cloned generations [54]. The fluctuation and response relationship is similar to the concept

of fluctuation-dissipation theorem of Thermodynamics [35], where the term response is used

instead dissipation for a better understanding [32]. The model considers a system with an
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originally stable state which is a state that only fluctuates in a Gaussian distributed man-

ner. If a perturbation, or force, is applied to such system, the amount of shifted state at

a new stable state is proportional to the fluctuations, or variance, existed in the original

stable state. We will discuss about the applicability of this model on computer networks

in this chapter and point out difficulties in the process.

4.2 Advantages and Constraints of Noise-based Models

Through our proposed applications of attractor selection and attractor perturbation models,

we have learned the their useful characteristics as follows.

4.2.1 Non-rule-based Functionality

Noise-based models do not have a strict set of rules for making decision on how they will

operate but rather behave according to the current state and fluctuations that exist at that

state. On the opposite to non-bio-inspired conventional approaches, which usually have a

finite set of rules, the state space in noise-based models is infinite. Therefore, there is no

such thing as unknown conditions (according to the noise-based models but some might

arise as a result of implementation process), which makes noise-based models suitable for

handling emerging problems where unpredictable conditions could occur

In attractor selection based application, the range-less flexibility is obtained through the

definition of activity as a normalized ratio instead of range. On the other hand, attractor

perturbation model is built around statistical information instead of raw measurement,

therefore, it can handle infinite range of values.

However, such flexibility comes at a price. The concept of equilibrium state in bio-

inspired models usually involves “time”, which means that the system might not reach the

stable state in a single iteration but rather gradually moving towards it through time. This

particular characteristics has been discussed in [63] that, using our models, the system is

not shifted directly towards the stable state but rather in a noisy manner, and requires

some time to converge to it. Therefore, application designers need to be aware of this
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fact and use the outputs from the model with considerations. As an example from our

implementation, instead of using the optimal solution from attractor perturbation based

minimization problem as is, we gradually apply it in small steps αmax to the system to

avoid results from the current state that might not be the target stable state and also to

avoid large fluctuations that might occur after sudden change in the system.

4.2.2 Robustness against Uncertainties

Optimization algorithm is originally designed to solve problem without uncertainties. How-

ever, in real-world optimization, uncertainties are unavoidable. The term uncertainties can

be further classified into aleatory uncertainty with stochastic nature which a randomness

part within the real-world system, epistemic uncertainty due to incomplete or unknown

knowledge, and error [2]. Robustness against uncertainties could be found generally in

stochastic optimization algorithm. However, we consider alternatives of imitating the bio-

logical systems and handle uncertainties using the following approaches.

Let’s first look at the proposed attractor selection based routing. It is obvious that

the system has aleatory uncertainty, i.e. internal randomness, from the noise term ~η in

attractor selection rate equation, Eqn. 2.1. However, the aleatory uncertainty is handled

by the activity based noise suppression by adding the suppressing factor (1 − α) in the

equation. Additionally, the epistemic uncertainty is handled by random walk process. In

case of unknown path to the destination due to connection failure, the next best hop in the

routing vector is first selected, and then the activity is evaluated using feedback packets. If a

feedback packet causes lower activity, the random walk process starts. In case of incomplete

knowledge due to loss of feedback packets, activity decay process automatically lowers the

activity value over time and also triggers the random walk process.

Next, for the attractor perturbation model, microscopic aleatory uncertainties are not

noticed because they are eliminated through averaging process. A significant aleatory

uncertainty is taken care of in a form of variance. In complete information and error is

quite a problem in attractor perturbation model as the coefficient b is estimated using
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measured data. In our application, we overcome the insufficient information using default

coefficient b temporarily and once sufficient information is obtained, the more accurate

coefficient b for the current state is calculated and used.

4.2.3 Simplified Design

Most optimization algorithms are made for specific kind of problems and it is generally

difficult to understand and map each parameter/interaction to a proper component in

computer networks. Moreover, a lot of optimization algorithms require a complete global

information in order to operate, which is not suitable for computer networks, especially ad

hoc networks, where each node normally has only access to a local information.

Both models used in this thesis have a less complicated design where only a few pa-

rameters are required and the global information is not needed. For instance, the attractor

selection model only requires an appropriate definition of activity which is closely related to

the performance metric that the application tries to achieve. In case of attractor perturba-

tion, there are two parameters of attention, one is the target metric needed to be optimized

and another one is the input control parameter.

Moreover, both models can operate with only a partial or local view of the whole system.

For attractor selection, each node can use only local information, and the performance can

be further enhanced with a wider view of the whole system. In addition, it is clear that

attractor perturbation uses only end-to-end (end nodes) information and perform controls

only from end nodes. The reason behind this ability is the closed loop feedback system that

both models employ to gain an overview of the system through neighboring nodes.

However, the use of local information and feedback has drawbacks. In attractor se-

lection, the system requires frequent feedback in order to maintain its performance, which

requires a high overhead. The overhead can be lowered by adjusting the feedback frequency

and the decay interval to avoid decreased activity through the decay process. This is con-

sidered a trade-off between response time of the algorithm and overhead which generally

exists in most system. Therefore, the application designers need to carefully consider this

– 65 –



4.3 Application Design Guidelines

trade-off or avoid using attractor selection where overhead is expensive. In case where

applications cannot afford high control overhead, we suggest using attractor perturbation

model instead.

On the other hand, attractor perturbation requires much less overhead since it uses only

statistical information in a minimal amount over a periodic algorithm executing interval.

However, such ability is a result of a lot of presumptions of the system. First, the distri-

bution of observed variable x is required to be Gaussian. Second, the close relationship

between the control variable a and the observed variable x is needed. Even though we

have shown through our implementation and evaluation that the algorithm is still applica-

ble to non-Gaussian system, the performance improvement is minimal. Therefore, strictly

considering the presumptions of the model is recommended here in order to gain a higher

performance.

4.3 Application Design Guidelines

4.3.1 Using Attractor Selection

Applying attractor selection on application can be separated into three parts.

Defining Attractors

Attractor selection is a mechanism to shift the system towards an attractor state. Therefore,

application designers need to first have a clear definition of “state” for selection. In our

implementation, the state space is the neighboring nodes where we use attractor selection

to select a neighboring node which is a good next hop to the destination. The definition of

“good” state, or the attractor, is defined in the next subsection.

Defining Activity

Activity, or the goodness of the current selection, is what drives the attractor selection

mechanism. The application will know that the current selection is good or not by looking
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at this activity and the amount of randomness will also be controlled by it, as previously

described in Section 1.2.3 using Figure 1.1. Therefore, activity of attractor selection can be

viewed similarly to optimizing cost/fitness functions in other optimization algorithms.

Activity has a range of [0, 1]. Therefore, a normalized ratio or a mapping function is

recommended for defining activity.

Adjusting Degree of Randomness

Another trade-off that exists in attractor selection mechanism is between the ability to

search for a better state and the maintenance of the current good state. As the attractor

selection mechanism is a mutually inhibitory mechanism, once a state is selected with high

activity, other states have a much lower chance of getting selected, in other words, the se-

lection of other states is suppressed. This natural ability is good for maintaining the good

state selection but is undesirable where local minima exist. Therefore, application design-

ers should consider how much randomness or fluctuation is tolerable in their applications

and adjust the noise suppressing term accordingly. In our implementation, we decided to

completely suppress noise in case of high activity, and therefore chose (1− α) as the noise

suppressing term in Eqn. 2.1.

4.3.2 Using Attractor Perturbation

There are two parameters that application designers need to define before starting using

the model, a to-be-optimized (observed) variable x and a control parameter a. Since there

are a few presumptions made during the derivation of there attractor perturbation model,

application designers must make sure that the model is applicable in the considering system.

First point to look at is the distribution of x when the system is stable. If the distribution

of x is not Gaussian-like, we do not encourage the usage of attractor perturbation model.

Second, application designers must confirm the effect of the control parameter a on the ob-

served variable x since a close relationship between them is also required. These two points

are deemed mandatory by the model creator and are the only two theoretical limitations
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in using the model.

Since the model and its requirements are quite simple, it is highly expected to be useful

and applicable to any kind of systems. However, our implementation experience has shown

otherwise. Here are the difficulties we have faced.

First of all, the coefficient b in the attractor perturbation relationship must be obtained

before a control mechanism based on the model could be used. According to the model

creators, the linear relationship exists if the two mandatory requirements are fulfilled. How-

ever, after a lot of attempts to obtain a constant b in either wired networks [64] or wireless

ad hoc networks [9] have failed. In real world systems, the coefficient is not constant and

seems to change over time. However, we have shown that the mechanism is robust enough

to operate even with an inaccurate coefficient b and achieve considerably good performance.

Secondly, the distribution of x does not always follow Gaussian distribution. Even

though the distribution of x is Gaussian-like when we first observe x in a stable condition.

After applying a control force to the system, the distribution of x is somehow distorted and

loses its Gaussian property. If we strictly obey the requirements, the control mechanism

will not be applicable. Consequently, we attempted using the model without a fully fitted

Gaussian distribution and are able to achieve considerably good performance out of the

method.

It is important to note here that, the performance of our proposed control method based

on attractor perturbation is not significantly better than existing methods. We believe that

there is either a missing factor in the model or a misinterpretation of the model from our

side. Since attractor perturbation is derived through the process of evolutionary molecular

biology, it should be effectively applicable to any computer networking system that can

be generalized to a evolutionary computation problem, in a similar manner to the genetic

algorithm (GA) [29]. Hence, it is quite a surprise to us when there are so many difficulties

in applying the model to network control problems. In this thesis, we have shown that we

could achieve a certain kind of network control using attractor perturbation model but we

left identification of the missing condition(s) in the model and the model modification as a

future research work.
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4.3.3 Multi-objective Applications

Single objective applications are considered simple with only one objective function, i.e.,

cost function or fitness function because various optimization algorithms can be used to find

the optimal or sub-optimal solution to the given objective. However, there are applications

with multiple objectives to fulfill and sometimes those objectives are conflicting with one

another. Hence, there have been many research on multi-objective optimization algorithms

for decades, where evolutionary algorithms, such as GA based algorithm [20], are popular.

In this section, we would like to provide an alternative approach to existing work which

usually aims to optimize all objective functions using a single process. In our case, we con-

sider network control applications and intend to divide the problem into multiple processes,

or abstract layers. For example, instead of having a load-balancing routing protocol, one

can split the problems into load-balancing which focuses on traffic load and routing. There

are a few possible approaches to achieve this using only attractor selections, or a mixed

model of attractor selection and attractor perturbation.

In case of using only attractor selection, application designers can choose between using

a common objective function among layers, or using one sub-objective function per layer

and share only the level of satisfactory of the current objective function with other layers.

It is obvious that objective functions are activity definitions in this situation. On one hand,

in a common objective function approach, there is only one activity which is shared among

layers, taking inputs from all layers and reporting the overall satisfactory level of the current

solution. On the other hand, we can also have one activity definition per layer where each

layer does not use only its own activity but a combination of activity values from other

layers.

The first approach is a straightforward translation from multi-objective optimization

algorithms but reduces complication of having multiple control tasks in the same process.

The second approach is an autonomous approach where a poor satisfactory level in one

layer will trigger a random walk on another layer to search for better solutions for both

(and all) layers until the satisfactory levels of all layers are met.
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Moreover, application designers can also choose to use a mixed model approach of both

attractor selection and attractor perturbation. In this case, the objective functions are split

into activity definition of attractor selection and the target average of the observed variable

x of attractor perturbation. A hierarchy is assumed in this model where the underlying

attractor selection is the base mechanism and the attractor perturbation is a higher layer

control mechanism. The interaction is only top-down in this model. When the upper layer

target average value is not met, the random walk in the lower attractor selection layer is

triggered by applying force which directly affects the lower layer behavior.

4.4 Example of Multi-objective Applications

There are a few existing work in the literature which attempted using attractor selec-

tion mechanism on two layers, called layered attractor selection approach. We introduce

those proposals in Section 4.4.1. However, the mixed model approach has not been inves-

tigated before. Therefore, we propose a novel network control using the mixed model in

Section 4.4.2 but left the implementation and evaluation as a future research work.

4.4.1 Layered Attractor Selection

Cooperative Routing and Clustering Controls

Sakhaee et al. [53] proposed a clustering and data gathering scheme for wireless sensor

networks, where the proposal consists of two seemingly independent layers of clustering

and routing, as shown in Figure 4.1. However, the clustering layer’s activity uses the

routing layer’s activity in its activity calculation. Therefore, the performance of routing

layer has an effect on triggering the re-selection process on clustering layer.

The routing activity is a combination of currently selected gateway node’s residual

energy ratio, charging rate (using solar power), and the available cache size ratio. This is

the attempt to maximize energy usage efficient of the gateway node, and switching gateway

is not preferred as long as the energy and the cache size are still available.
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solution, which links the two layers. The network is then able
to shift, much like an equilibrium system, to an overall better
solution that tries to meet the two independent objectives.
This system additionally is able to shift and adapt to variable
changes in the two layers, in a self-organized manner. The
control is purely distributed and the system is able to self-
adapt to physical changes in its environment.

This paper is organized as follows. In Section II we discuss
some essential issues on clustering and data gathering in
wireless sensor networks. We present an overview of our con-
sidered system architecture in Section III-A and propose our
layered control mechanism. We also show some preliminary
numerical results obtained from simulations to illustrate the
robustness and adaptability features of our proposal. Finally,
Section IV summarizes this paper and gives a brief outlook
on future work.

II. RELATED WORK

In this section, we briefly discuss some background issues
and related work on clustering, multi-hop routing in sensor
networks.

A. Wireless Sensor Networks

Wireless sensor networks are primarily deployed for envi-
ronmental monitoring. The nodes are distributed in a physical
environment and arranged in such a way as to sense and report
data to a destination, known as a sink, usually in a multi-
hop manner. The main issue concerned with WSNs is that
they are energy-constrained. Generally they are equipped with
finite energy sources, such as a battery. It is however possible
that these batteries are equipped with solar panels and can be
recharged by solar energy. In this paper we consider such an
energy harvesting scenario. Since limited energy is the primary
problem of WSNs, many energy-efficient techniques have been
proposed, aimed at reducing energy consumption as much
as possible. Some of these techniques involve hierarchical
routing, and clustering and aggregation methods to reduce the
data size to be transmitted, and hence the energy consumed in
communication.

B. Clustering in WSNs

Clustering in WSNs is a well established method for group-
ing sensor nodes in order to avoid excessive energy consump-
tion caused by long transmission distances to the sink. In
clustering, one specific node, referred to as cluster head (CH),
takes a special role for managing and controlling the other
nodes within its range of operation (cluster). This CH collects
the sensed data from the cluster members (CM), processes it
to some extent, e.g., aggregates and fuses this data, and then
sends it to the next cluster toward the sink. Furthermore, it
is possible for a node to be member in more than one cluster
and hence assist in inter-cluster communication and routing of
data to the sink. Such nodes are termed gateway (GW) nodes.

The Low-Energy Adaptive Clustering Hierarchy (LEACH)
[12] is a well known example of a clustering scheme in
WSNs. It is a self-organizing protocol based on randomization

Fig. 1. Illustration of the proposed two-layered WSN control scheme.

in CH election in order to prevent unbalanced node energy
exhaustion, and the metrics considered in this protocol are
based on the residual energy of nodes and their distance to
the CH for the purpose of joining clusters.

Another established multi-hop clustering scheme is the
Hybrid-Energy-Efficient Distributed (HEED) clustering ap-
proach is proposed in [13]. The aim of HEED is to identify
a set of CHs which can cover a whole area. Eventually, each
node belongs to only one cluster, which similar to LEACH
would not result in the formation of GWs. However, unlike
LEACH, HEED is a multi-hop protocol as CHs can route to
the sink via other CHs in the network. HEED is also a self-
organizing and distributed protocol. All nodes follow simple
rules based on their local environment to make decisions.

Other recent work aiming at energy-efficient solutions to
clustering in WSNs include [14]–[20]. In particular, [21] pro-
poses a clustering scheme which is based on data correlation.
In this approach, nodes are grouped into clusters based on
the similarity of the sensor data from the nodes. However,
the clustering scheme does not take into account energy as a
metric in clustering, which is a significant metric in a WSN. In
[22], a routing protocol is used which switches transmission
power based on the volume of data to be sent. This approach
considers flat routing in contrast to hierarchical routing offered
by clustering.

III. PROPOSED LAYERED ATTRACTOR SELECTION MODEL

FOR CLUSTERING AND DATA GATHERING

This section introduces the proposed layered control method
shown in Fig. 1. The method operates by each node following
the dynamics of a nonlinear differential equation in indepen-
dent layers of clustering and routing. The dynamic model
is based on the attractor selection mechanism which will be
described in the following subsection.

A. Application Scenario

As an application scenario for the proposed protocol, we
consider a network scenario as described in Fig. 2. Here
sensors are deployed across an agricultural field. The sensors

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.

Figure 4.1: Overview of cooperative routing and clustering controls [53]

The clustering activity is a combination of routing activity and variance of energy among

neighboring nodes, where an effect of routing activity is controlled by coefficient ρ, as

described in the following equation:

α∗i = ρAi + (1− ρ)

Mi∑
j=0

(ei,j − ēi)2 (4.1)

The variance term in Eqn. 4.1 is used to select cluster head with highest residual energy,

considering that such node exists when the variance is high and random selection is accept-

able when the variance is low.

An interaction between routing layer and clustering layer occurs when the routing ac-

tivity cannot be recovered via switching gateway alone, for example, when all gateway

candidates have low residual energy rate. In such condition, re-clustering is desirable,

hence, low routing activity over a period of time will eventually trigger re-clustering on

clustering layer through the reuse of routing activity in Eqn. 4.1.
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Figure 4.2: Layered routing based on attractor selection model.

on each of layers. Therefore, a node which belongs to both of an overlay network and an ad-hoc

network maintains two lists of routing information, i.e. a list of state vector &mON and smoothed

activity αON for destination overlay nodes as an overlay node and a list of state vector &mAN and

activity αAN for destination ad-hoc nodes as an ad-hoc node. As stated in previous section, in the

overlay network, w(t) is defined as the communication delay from the node itself to the destination

overlay node. On the other hand, it is defined as the number of hops from a destination node of an

ad-hoc path to the node itself.

Because of the layered structure, overlay routing and ad-hoc routing influence each other. When

an overlay node intends to send data messages to another overlay node, it initiates routing proce-

dures to find the shortest end-to-end overlay path in an overlay network. Since an overlay link is

physically composed of ad-hoc nodes, it triggers ad-hoc routing to establish an ad-hoc path from

an ad-hoc node corresponding to one end of an overlay link to an ad-hoc node corresponding to the

other end of the overlay link. In an ad-hoc network, each node tries to establish and maintain the

shortest path to a destination node, but a destination node dynamically changes due to the adaptive

selection of a next hop overlay node in overlay routing. When an overlay node changes a next hop
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Cooperative Overlay Routing and Network Routing Controls

Yamamoto et al. [69] has studied a cooperative routing between overlay layer and ad hoc

network layer. A comparative investigation of the usage of activity of one layer on another

(top-down and bottom up), mutual interactions (both), and independent cases have been

made as shown in Figure 4.2. It has been shown through simulations that the bottom-up

variant, where the ad hoc routing is aware of the performance of overlay routing, achieve

the fastest convergence to a path with lowest delay in the overlay layer at the price of the

stability and the delivery ratio during path recovery.

4.4.2 Attractor Perturbation over Attractor Selection

In this section, we propose a novel application which uses an attractor perturbation control

over an attractor selection system. The application is a cooperative concurrent traffic distri-

bution control over multipath routing in wired networks. We will separate the application

description into two parts, the base layer of multipath routing and the upper layer traffic

distribution control.
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Base Layer: Proactive Multipath Routing over Wired Networks

Multipath routing could provide higher achieving bandwidth, faster route failure recovery,

and load balancing ability. However, the widely used OSPF does not offer real multipath

routing; only an equal cost multipath routing (ECMP) in a special case when there are

more than one path with equal cost. Therefore, we propose another multipath routing

protocol which takes into account link utilizations and end-to-end delays, which are both

important factors for connection oriented protocol like TCP. We aim to provide multipath

routing ability while also avoiding congestion and keeping the fairness among flows.

The proposed attractor selection based multipath routing protocol uses the same control

messages (e.g. LSA) as OSPF. However, the exchanged metric is not the hop count or

the raw bandwidth, but the link utilization on each interface (note that today’s routers

have SNMP enabled and the link utilization can be easily derived from provided statistical

information [3, 19]).

After obtaining the link state database with link utilization metric, we use Yen’s k-

shortest path algorithm [71] to find k loopless paths to each destination. These k paths are

the states in attractor selection mechanism, and the activity is calculated using end-to-end

delay ratio. The routing will make a decision on which path to use based on the normalized

state value. In contrast to how MARAS (see Chapter 2) chooses only the state with the

highest state value, our multipath routing chooses a path out of k paths probabilistically

using each the normalized state value as a probability of choosing each path. After the

path is selected, packets are routed to the destination using source routing by embedding

the whole selected path in the data packet header. Each packet’s end-to-end delay is sent

back to the source to calculate the activity.

According to the above explanation, we have two separated route maintenance methods.

The less frequent one is the link utilization based shortest path calculation which provides

less congested candidates. The more frequent one is the attractor selection mechanism

which uses end-to-end delay feedback to evaluate the current condition of each path, avoid

congestions and recover from link errors.
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4.4 Example of Multi-objective Applications

Based on attractor selection mechanism, the selection tends to converge to using only

the path with the lowest end-to-end delay, which we will call a main path. From then on,

switching to another path rarely occurs unless the activity decreases to a very low value.

As a result, if there is a path with a slightly better end-to-end delay, that path will not be

selected as a main path even though the overall end-to-end delay can be further improved.

Therefore, in order to trigger such switching, we need another control method to assist the

routing protocol, which we will propose in the next subsection.

Cooperative Concurrent Traffic Distribution Control over Multipath Routing

The attractor selection based routing protocol tends to use the currently selected path

over performing random walk to switch to a slightly better path because the random walk

process is costly and temporarily lower overall performance. Therefore, we need another

method to assist such switching without triggering random walk. For this specific purpose,

we consider using attractor perturbation model.

Since the attractor perturbation will be applied on traffic distribution control, the con-

trol variable has to be related to path selection mechanism of the routing layer. In this case,

we choose the normalized state values as control variable a because it is directly related

to traffic rate on each path. The observed variable x is obviously the end-to-end delay on

each path. Similar to how we perform traffic distribution in Chapter 3, the minimization

problem is formulated and solved. The optimal solution is then applied to the lower layer

normalized state values to quickly change the traffic load in a way that minimizes overall

end-to-end delay.

Actually, the attractor perturbation model has been proposed for this specific use,

which is to speed up the attractor selection based control. The core concept is to perturb

(or shift) the current attractor (selected state) to another state which is better according

to fluctuation and response relationship. Hence, the name attractor perturbation is given

to the model. We have mentioned earlier that the attractor selection model shifts the

system in a noisy manner and without specific direction. The attractor perturbation model

has been proposed to give such direction to the attractor selection model and enhance its
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performance. This combined application is proposed as a suggestion for future research

direction, which is very plausible with regards to our two main proposals in this thesis.

4.5 Summary

In this chapter, we have provided a summarized observations and facts regarding both

models from our own experience in implementing them. First, we explained the advan-

tages and constraints of each model, together with our strategies used to overcome those

constraints. We also emphasized certain points which required application designers’ con-

siderations when using our models. Afterward, we describe steps needed for implementing

our models and raised a few examples on layered attractor selection to clarify those steps

in real applications. Finally, we proposed a novel concept of mixing the use of attractor

perturbation model over attractor selection model to achieve a multi-objective application

and left the implementation as a future research work.
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Chapter 5

Conclusion

There have been numerous attempts to achieve adaptive and autonomous network control.

We used bio-inspired models and noise to achieve such network control in opposite to

conventional methods, which usually use average value in performing network control and

ignoring noise. Based on this research, we have shown that fluctuations should not be

ignored and proposed a control method that uses meaning behind fluctuations of end-to-

end delay. As for the future research direction, more studies should be done in attempts to

understand the meaning of these fluctuations and apply the knowledge to network control.

5.1 Contributions of This Thesis

In this thesis, we have presented two network control methods for ad hoc networks. Both

methods share a common approach of utilizing noise-based models because we realized that

the current communications networks need new adaptive and robust mechanisms to over-

come those challenges, and the noise-based models are capable of providing such features.

Our contributions of this thesis consist of improvements achieved by two proposed methods

and the provided design considerations as follows.

1. In our study of a MANET routing protocol, we proposed a routing protocol based

on attractor selection mechanism to overcome changing environment conditions, e.g.,
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network topology and traffic load. By using attractor selection with path length based

activity for next hop selection process in MANET routing, the following features:

• adaptability without repeating parameter-tuning in new scenarios,

• resilience against node failures,

• scalability for high node density, and

• survivability for heavy traffic conditions.

2. In our study of traffic distribution over multiple paths in ad hoc networks, we pro-

posed a concurrent traffic distribution method using attractor perturbation to improve

performance by adjusting traffic rate on each path according to observed end-to-end

information, not using additional paths only as backups or using all paths randomly.

The contributions of the novel traffic distribution method are the following features:

• its pure end-to-end nature where only end-to-end statistical information is used,

• simplification of the traffic distribution process by considering the underlying ad

hoc network as a blackbox,

• overall bandwidth improvement by using multiple paths concurrently, and

• average end-to-end delay improvement by adjusting traffic rate on each path

to avoid using paths with high end-to-end delay and attempt to minimize the

expected delay at the same time.

In addition to proposed network control methods, we have also explained the design consid-

erations required to apply our models in other applications. Based on advantages and con-

straints of our models, application design guidelines, and implementation examples raised

in Chapter 4, it should be sufficient for application designers to adopt our models with ease.
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5.2 Future Research Direction

A future research direction is as follows:

• Further investigation of attractor perturbation model to identify the possibly missing

factor(s) in the model and make a model modification since we had difficulties in

achieving good performance of attractor perturbation based model even though the

requirements were fulfilled.

• Implementation and evaluation of an attractor perturbation over attractor selection

network control protocol as a proof of concept of a mixed model.
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