FEMEA  EIERaETR B H
THE INSTITUTE OF ELECTRONICS, TECHNICAL REPORT OF IEICE.
INFORMATION AND COMMUNICATION ENGINEERS

7 N T & —ER % R\ AR AR A T A D SERERRGLE
Kt WD RN T NG EEET BRE BT B KR
BT AL o RE Es

T RIRKZ KEFERBIAZER T 565—-087 LB KWK HH i 111 HH . 1-5
Tt HARBGEEFHRASE 2y N =20 -V A A7 LW
E-mail: T{k-mizumoto,arakawa,ykoizumi,murgi@ist.osaka-u.ac.jp,

T1{kamamura.shohei,shimazaki.daisaku,mori.hiroki,sasayamg@gb.ntt.co.jp

HoEL BEEDHZE (WDM) 2 b7 —=2I12BWT, EE LV RVORE S A TR E 12 (A8 (VNT) % RS
U, ZDOLIZIP FI by 7 2INET S IPover WDM & v b7 — 2 BRSRET I N T WD, Fx DIFFET IV — T T,
BRI BN U CTRAEHE 2 AR 3 2 (AR L & LT 7 b T 2 & —@ 0% D 72 AR G % & SR UG
By Iab—va itk 0AIMEEZRLTWS, ARTIE, ERERIZEVREFEROEB TR 2 REET 6, 7
V— B —BIEDER A Y b7 — 2128 W TEREREZIT- 72858, BRELEHIC L 5EEREOE(IIT LT, BEF
EeHWa Z e TEERENRET LI Ehbh o,

F—T—F EEPEIZE, EWEEE, 757 xR

Experimental Study of Large-scaled Virtual Network Topology Control
Method Based on Attractor Selection

Koji MIZUMOTO T, Shin’ichi ARAKAWA T, Yuki KOIZUMI T, Shohei KAMAMURA!T, Daisaku
SHIMAZAKI T, Hiroki MORI', Koji SASAYAMA T, and Masayuki MURATA

1 Graduate School of Information Science and Technology, Osaka University
1-5 Yamadaoka, Suita, Osaka 565-0871, Japan
1T NTT Network Service Systems Laboratories, NTT Corporation, Japan
E-mail: T{k-mizumoto,arakawa,ykoizumi,murgi@ist.osaka-u.ac.jp,
T1{kamamura.shohei,shimazaki.daisaku,mori.hiroki,sasayamg@gb.ntt.co.jp

Abstract One approach for accommodating large amount of traffic and achieving adaptive control of the network is
construct a Virtual Network Topology (VNT) on Wavelength Division Multiplexing (WDM) network and reconstruct VNTS
according to network environment changes. We propose the VNT control method based on attractor selection. In this
we verify the feasibility of our method through experiment with seven-router network. The results of the experiments sl
that our method recovers the network condition after deterioration caused by environmental changes.
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. using wavelength division multiplexing, which multiplexes several
1. Introduction o _ _ , ,
optical signals operating on different wavelengths into a fiber. One
Now that the Internet plays an important role as an infrastruc-approach foraccommodating traffic on Internet Protocol over WDM
ture, adaptive control of communication network to environmen-(IP over WDM) network is to construct a VNT (Virtual Network
tal changes such as traffic changes or node failures and providopology) that consists of optical signals called lightpaths. Figure
ing planned network quality is desired. Simultaneously, since thd shows IP over WDM network. IP over WDM network has two
amount of traffic transferred in the network is increasing drasticallyJayers composed of WDM network and IP network. WDM network
the network is responsible for accommodating huge amount of trafeonsists of OXCs (Optical Cross Connects) that switch optical sig-
fic. nals and fibers. In IP network, VNT control constructs a VNT that
WDM (Wavelength Division Multiplexing) network is an ex- consists of lightpaths connected between IP routers via OXCs in

pected substrate network accommodating huge amount of traffic BfyDM network. There is traffic demand between IP routers and
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traffic is transferred through transmitters and receivers on IP routergariables in Eq. (1) by associating with the state of a possible
and lightpaths. Since traffic demand is changed from time to timelightpathi;, = with the state of a VNT, and with the condition of
it is necessary to construct a suitable VNT for current environmenthe IP network. This gives the following equation fay,

with limited transmitters and receivers. VNT control methods that

establish or tear down lightpaths dynamically and reconstruct VNTs de; =a- <§ <Z Wijﬂ?j) — xl> +n, 2

dt

according to environmental changes and moves to a preferable VNT J

for current environment are considered [1-4]. where(¢ (3>, Wijz;) — x; represents the deterministic terprep-

We propose a VNT control method based on attractor selectionesents the stochastic term which is set to white Gaussian noise, an
for adapting to a wider variety of changes in traffic and achievingc(z) = tanh((11/2)z)(u is a parameter) is the sigmoidal regulation
effective transport of traffic [5]. Attractor selection is a model of be-function. Just like attractor selection found in biological systems,
havior of organisms during adaptation to unknown changes in theiour method constructs a suitable VNT for current environment by
surrounding environment and recovery of their state. The proposesklecting between deterministic and stochastic behavior according
method, which is an extension of our previous method in [6], relaxeso feedback from the IP network.
computational overhead of our previous method. With computer Whether a lightpatli; is established depends on the valuecgf
simulation, we showed the proposed method maintains the previoughich takes values of between -1.0 and 1.0, Wijtlestablished if
methods adaptability to environmental changes [5]. In this paper,and only ifz; is greater than or equal to 0.0. An established light-
we verify the proposed method through experiments. pathl; is torn down ifz; is less than 0.0.

The remainder of this paper is organized as follows. Section 2. 2.2.1 Activity
describes the proposed VNT control method based on attractor se-We use the maximum link utilization on the IP network as a met-
lection. We give the experimental verification in Section 3. Weric indicating the state of the IP network and convert maximum link
conclude the paper in Section 4. utilization into activity as follows

2. VNT Control Method Based on Attractor Se- o= 1 ?)
lection 1+ exp(d - (Umaz —¢))’

whered represents the gradient of this function and the congtant

Here we introduce the proposed VNT control method based on . . - .
_ ) ) ) is the threshold forv. If the maximum link utilization,umaz, iS

attractor selection. First, we explain the attractor selection model, .
o ) ~ greater tharg, o rapidly approaches 0 due to the poor state of the
which is a key mechanism for VNT control. Second, we explain

) IP network. When the maximum link utilization is less thgna
how to apply attractor selection to VNT control.
2.1 Attractor Selection Model

Attractor selection is a model of behavior of organisms during

increases rapidly due to the good state of the IP network.
2.2.2 Attractor Structure

] ] ) ) ] The regulatory matri¥¥” contains elementd/’;; in Eq. (2) and
adaptation to unknown changes in their surrounding environment ) . . . .
] ) _Is an important parameter since it determines the locations of at-
and recovery of their state. A system driven by attractor selection . .
tractors in phase space. Since our method selects one attractor an
can be described as .
constructs the VNT corresponding to the selected attractor, the def-

% =a- f(x)+n, (1) inition of W' is a challenge. To define arbitrary attractors in phase
space, we use knowledge of the Hopfield neural network [7], and

wherex = (z1, ...z, ..., T, ) (n is the number of variables) are vari- W is defined as

ables that represent the state of the systeris, called the activity W= X*+X @)
and represents feedback of the system stéfe) represents the 7

deterministic term, ang represents the stochastic term. The stateVhereéX represents a matrix in which tieth row is thes th attrac-

R . .
of the system is thus determined by f(z), and7. When the - X represents the pseudo inverse matriof

system condition is suitable for current environmeniis set to a If Eq. (4) is used to define the attractor structuteyies to con-

large value, and the deterministic terff(z:), controls the system verge to any of the stored attractors. However, it does not always

and drives the system toward an attractor. Wheis small, the converge to an attractor due to the stochastic term. The systemn

stochastic termy, controls the system and the system state ﬂuctu_might find a suitable VNT for current environment, but that VNT

ates randomly as the system searches for a new attractor. A systdRignt not be an attractor. If the VNT is one of the attractors, the

driven by attractor selection thus flexibly and adaptively respond§ystem converges to the VNT and achieves good condition. Thus,

to environmental changes by selecting between deterministic anffn€n the constructed VNT is preferable for current environment,

stochastic behavior depending on the activity. we reconfigure the attractor structure so that the constructed VNT

2 2 VNT Control Method Based on Attractor Selection can be one of the attractors. Since there is the memory capacity

To apply attractor selection model to VNT control, we map thelimitations of attractors pointed out in [7], we simply use a first-in
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Figure 1 Reconstruction of a VNT in IP over WDM Network

first-out (FIFO) policy for managing attractors. That is, when we
add a new VNT to attractors, we remove the oldest attractor from
the set of attractors.

3. Experimental Verification

We verified feasibility of the proposed method with experiment.
First, we explain a network used for the experiments and experi-
mental scenarios. After that, we show our experimental results.

3.1 Experimental Setup

Our experimental environment consists of physical topology and
a control server. We explain the physical topology and the control
server in following sections.

3.1.1 Physical Topology of Experiments

Figure 2 shows equipment used for our experiments. There are
seven IP routers and one OXC and they are connected via fibers.
We use Juniper MX5 and MX10 for the routers and Glimmerglass
System 100 for the OXC. Figure 3 illustrates the physical topology
of our experiments. The OXC is logically divided into 10 OXCs.
Single line between routers and OXCs in Figure 3 represents a fiber
supporting full duplex transmission. In our experiment, each router
establishes lightpaths with other routers by using multiple fibers
where a fiber accommodates only one lightpath instead of multi-
plexing multiple lightpaths. We give a static route of each lightpath
established between routers. The line speed of router interfaces is
1 Gbps, so the bandwidth of a lightpath is 1 Gbps. We use OSPF
(Open Shortest Path First) protocol for routing protocol.

3.1.2 Control Server

Figure 4 shows the overview of VNT control with the control
server based on attractor selection. The control server repeatedly

Figure 3 Physical topology of experiments

performs the following three steps,

We calculate link utilization by dividing amount of traffic during a

set 15 seconds for the time. When VNT is actually reconfigured,

our experimental environment, it requires around 11 seconds for the

(1) Retrieves link utilization information from IP routers by certain period of time by the time. In following experiments, we
using SNMP (Simple Network Management Protocol),

(2) Converts the maximum link utilization to the activity. Our routing table of IP network is re-constructed by OSPF protocol. In
VNT control method then calculates a VNT.

(3) Sends a request to establish or tear down lightpaths thaeconstruction. Since the traffic is not transferred during the recon-

correspond to the calculated VNT.

struction, we ignore the reconstruction time for calculating the link
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Figure 4 Overview of VNT control based on attractor selection
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utilization. The request of establishing a lightpath will be rejected
when the resources of the physical network are insufficient. (4)
3.2 Experimental Scenario
We verify the feasibility of the proposed method with the sce- (5)
nario that the propose method recovers the condition after getting
(6)

the feedback of poor condition, which is caused by environmen-
tal changes such as traffic changes or node failures (OXC failures).
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Figure 6 Scenario B: Single OXC failure

3.2.2 Scenario B: Single OXC Failure

A second scenario involves single OXC failure as the environ-
mental changes (Figure 6). We make OXCs be failed by shutting
down ports of OXCs through operation console. Detailed descrip-
tion of Scenario B is,

attime 5, two 400 Mbps UDP flows start to be transferred.
The first flow is transferred from router 2 to router 1 and
the second flow is transferred from router 4 to router 6,
at time 10, OXC 1 breaks down,

the route of the flow from router 2 to router 1 is changed
by OSPF protocol,

after that, link utilization of the lightpath between router 4
and router 6 becomes 0.8,

the maximum link utilization is fed back as activity to the
proposed method,

then, the proposed method searches for a VNT which ac-
commodates changed traffic.

We explain three scenarios with different environmental changes, 14/e €xpect that the proposed method converges to the VNT which

traffic change, 2) single node failure, 3) multiple node failures.
3.2.1 Scenario A: Traffic Change

that accommodates two UDP flows. An expected VNT is depicted
in Figure 6(d).

A first scenario involves traffic increase as the environmental 3-2-3 Scenario C: Multiple OXC Failures

changes (Figure 5). Detailed description of Scenario A is,

(1)

from router 7 to router 5, (1)
(2) attime 10, a 400 Mbps UDP flow starts to be transferred

from router 1 to router 5,
(3) after (1) and (2), link utilization of the lightpath between ~ (2)

router 7 and router 5 becomes 0.8, (3)
(4) the maximum link utilization is fed back as activity to the

proposed method, (4)
(5) then, the proposed method searches for a VNT which ac-

commodates changed traffic. (5)

We expect that the proposed method converges to the VNT that ac-
(6)

commodates two UDP flows. An expected VNT is depicted in Fig-
ure 5(c).

A third scenario involves multiple OXC failures as the environ-

at time 5, a 400 Mbps UDP flow starts to be transferredMental changes (Figure 7). Detailed description of Scenario Cis,

at time 5, two 400 Mbps UDP flows start to be transferred.
The first flow is transferred from router 6 to router 2 and
the second flow is transferred from router 7 to router 2,
at time 10, OXC 6 and OXC 7 break down,

the route of the two flows from router 6 to router 2 and
from router 7 to router 2 is changed by OSPF protocol,
after that, link utilization of the lightpath between router 1
and router 2, and router 7 and router 1 becomes 0.8,

the maximum link utilization is fed back as activity to the
proposed method,

then, the proposed method searches for a VNT which ac-
commodates changed traffic,

We expect that the proposed method converges to the VNT that ac-
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Discarded Packets [Mbps]

resents the rate of discarded packets in routers. We plot the rate & ‘
discarded packets since packets will be discarded if a router do not

know the forwarding address of the packets on constructed VNT.

15 20 25 30

Note here that although information of discarded packets is easily Time (minutes)

and quickly retrieved by SNMP in general, in our experiments, we

. . Fi 9 Maxi Link Utilizati
calculate amount of discarded packets by subtracting the amount gure aximum Link Sization

of packets arriving at a router from the amount of packets depart-

ing packets from the router during the measurement interval, whicH€ router were discarded, and thereby the maximum link utilization

were retrieved by SNMP, since the routers, Juniper MX5 and MXlO,becomes low. Our method may converge to the VNT even though

do not support SNMP statistic of discarded packets and it takes mortge packets are discarded. To prevent this problem, we addition-

time to retrieve the statistic from the router’s original managemenf;‘"y use information of the rate of discarded packets to calculate

information. As shown in Figure 8, maximum link utilization in- the activity. That is, when the rate of discarded packets exceeds ¢

creases to around 0.4 at time 5, when the proposed method do nt&reshold (100 Mbps) we regard that connectivity between routers

search VNTSs since less than 0.5 of maximum link utilization is in-'S lostin the VNT and set the value of activity to zero.

terpreted as good condition of IP network. When traffic change T '9ure 9 shows the result of experiment with Scenario B. As

occurs at time 10, the maximum link utilization becomes about 0.Sshown in Figure 9, maximum link utilization increases to around 0.4

and the proposed method receives feedback of poor condition of Bt ime 5. When single node failure occurs at time 10, the maximum

network. Then. our method starts to search a suitable VNT for CurI_ink utilization becomes about 0.8 and the proposed method receives

rent environment. At time 12, maximum link utilization becomes feedback of poor condition of IP network. Then, our method starts

low and the condition gets recovered. The proposed method corl0 search a suitable VNT for current environment. Attime 18, maxi-

verges to the VNT after time 12 as we see that the maximum link"UM link utilization becomes low and the condition gets recovered.

utilization is stable after time 12. The proposed method converges to the VNT after time 12 as we see

When we conducted experiments with Scenario B, we found tharthat the maximum link utilization is stable after time 18.

a router sometimes lost connectivity with other routers. A router Figure 10 shows another result of the experiment with Scenario

may lose connectivity with other routers when failures occur sincd- 1N this experiment, we give a different VNT at time 0. As shown
we assume that failures are not to be detected. Note here that if \/\'/'3 Figure 10, traffic change occurs at time 5 and maximum link uti-
assume that failures can be detected, the topology after the failurgéation increases to about 0.4. When node failure occurs at time
can be fed into our method. With this case, the packets arriving atO Maximum link utilization becomes about 0.8 and the proposed
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the rate of discarded packets exceeds a threshold, we regard the
connectivity between routers is lost in the VNT and set the value
of activity to zero. The results of the experiments show that the
proposed method recovers the network condition after deterioration
caused by environmental changes such as traffic changes or nod
failures.
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