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あらまし エンド端末間のネットワークパスの利用可能帯域計測に関する既存研究は、ボトルネック区間の利用可能
帯域の値を推定することができるが、ボトルネック箇所の特定や、ネットワークパス上の複数区間の利用可能帯域を
個別に計測することはできない。本稿では、エンド端末間のパス上における複数区間における利用可能帯域を同時に
計測する手法を提案する。提案手法は、経路上のルータにおいてパケットの到着時間が記録できることを前提とし、
各ネットワーク区間におけるパケット到着間隔の変化を利用し、利用可能帯域を推定する。性能評価の結果、送信端
末に近いネットワーク区間より、受信端末に近いネットワーク区間の利用可能帯域が大きい場合においても、それぞ
れの区間の利用可能帯域を高い精度で計測することが可能であることを示す。
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Abstract Existing techniques for measuring available bandwidth measure the available bandwidth at bottlenecks

along the path, and most of them do not specify the bottleneck location. In this report, we propose an end-to-end

measurement method for the hop-by-hop available bandwidth along a network path. Such a technique can facili-

tate advanced traffic control, especially in heterogeneous network environments. The proposed method assumes a

situation where intermediate routers can record the arrival and departure times of incoming packets as timestamps

in the packets themselves. The endhost sends probe packets at various rates and estimates the available bandwidth

at each network section using the incoming and outgoing rates of packets calculated from intermediate timestamps,

based on statistical processing under a fluid traffic model. We present extensive simulation results for the proposed

method and confirm that it can accurately measure the available bandwidth of each section along the network path

even when the available bandwidth of the sender-side network is smaller than that of the receiver-side network.
Key words Available bandwidth, active probing, end-to-end measurement, router, timestamp
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1. Introduction
The available bandwidth of an end-to-end network path is

determined by bottlenecks, which are the section with the
smallest available bandwidth along the path. Many tools for
measuring the available bandwidth of an end-to-end network
path are proposed [1–8] and evaluated [9–11]. These band-
width measurement tools can determine the available band-
width at bottlenecks, but with the exception ofpathneck [12],
none of them can determine the location of the bottlenecks
along the path. However, knowing the locations of bottle-
necks may enhance the quality of network applications. For
example, in overlay networks for video and voice conferenc-
ing, when an endhost determines the location of a bottle-
neck link, the endhost can enhance the application quality
by adding or deleting overlay nodes to the overlay network
to change the route between endhosts. Another example
is network control in wired-cum-wireless network environ-
ments, where a wireless client terminal can control the data
transmission rate of the wireless network according to the
measured bandwidth of the wired part. However, to our
knowledge, there has been no previous research on such end-
to-end measurement of the available bandwidth of multiple
sections of the network path.

In this paper, we propose an end-to-end measurement
method for the hop-by-hop available bandwidth of a net-
work path. The proposed method estimates the available
bandwidth based on the assumption that some intermedi-
ate routers along the path can record the arrival and depar-
ture times of traversing packets as timestamps in the pack-
ets themselves. We divide the end-to-end path into multiple
sections at such intermediate routers and estimate the avail-
able bandwidth of each section simultaneously by observ-
ing the intervals of incoming and outgoing packets in each
section. Considering the effect of cross traffic, the endhost
sends probe packets at various rates and estimates the avail-
able bandwidth based on their incoming and outgoing packet
rates at each section. To estimate the available bandwidth,
we construct a simple mathematical model of the relation-
ships between incoming and outgoing packet rates.

To evaluate the performance of the proposed method, we
conduct simulation experiments using ns-2 [13]. We evaluate
the measurement accuracy of the proposed method under
various bandwidth settings including situations where the
available bandwidth of the sender-side network is smaller
than that of the receiver-side network. We also evaluate
the performance of the proposed method in several scenarios
constructed by varying the settings of physical and available
bandwidth and the hop count of the path, and verify the
robustness of the proposed method.

The rest of this paper is organized as follows. Section 2.
explains the principle of hop-by-hop bandwidth measure-
ment and verifies its feasibility. Subsequently, we propose a
multi-section measurement of the available bandwidth. Sec-
tion 3. evaluates the measurement accuracy of the proposed
method in various situations. In Section 4., we conclude this
paper and outline the direction of future work.

2. Hop-by-hop bandwidth measurement
principle and proposed method

We assume that the network path between a sender and
a receiver is divided into multiple sections at intermediate
routers, as illustrated in Figure 1. Sections of the path from
the sender are referred as the 1st, 2nd, · · · , Nth network sec-
tion. The physical bandwidth of the j th network section is
denoted as C(j), and the available bandwidth is denoted as
A(j), assuming that the physical and available bandwidths of
each network section remain unchanged during the measure-
ment task. We focus on measuring the available bandwidth
for all network sections by using probe packets sent from the
sender to the receiver.

Sender Receiver 

N th network section 

Intermediate 

router 

1st network section 2nd network section (N-1) th network section 

Intermediate 

router 
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router 
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図 1: Network model for multi-section bandwidth measurement of

the network path

����
����

����
���� �������� ����

����
����

�
��

Z
ZZ

�
�� Z

ZZ

�
��

Z
ZZ

n0

n1

n2

n3

n4 n5 n6

n7 n8

Probe sender

Cross traffic sender

Probe receiver

Cross traffic receiver

100 Mbps
50 ms

100 Mbps
50 ms

First link Second link
100 Mbps

5 ms

100 Mbps
5 ms

100 Mbps
5 ms

100 Mbps
5 ms

図 2: Network topology used in the simulation experiments in

Subsection 2. 1

2. 1 Feasibility of multi-section measurement
The available bandwidth of a single network section can

be measured by injecting probe packets into the network sec-
tion at various rates, both higher and lower than the actual
available bandwidth of that network section. When all of
the injection rates of probe packets are lower than the ac-
tual available bandwidth, we cannot measure the available
bandwidth accurately. Therefore, to measure the available
bandwidth of all network sections along the path, we consider
the following condition must be satisfied.

min
1<=k<j

A(k) > A(j) (1 <= j <= N) (1)

Conversely, measuring the available bandwidth is impossible
when the available bandwidth of the j th network section is
smaller than that of the (j + 1) th network section because
the rate at which probing packets leaves a certain network
section is expected to be equal to or lower than the available
bandwidth of that section. However, when probing pack-
ets are injected at a sufficiently high rate, the outgoing rate
would become higher than the actual available bandwidth
of that network section [14]. This means that it is feasible
to measure the available bandwidth of individual network
sections even when Equation (1) is not satisfied. In the fol-
lowing subsection, we validate the feasibility of the proposed
method by simulation experiments using ns-2.

Figure 2 shows the network topology used in the simulation
experiments. The propagation delay of the link between n4
and n5 (First link) and that between n5 and n6 (Second link)
is 50 ms, and that between all other links is 5 ms. The phys-
ical bandwidth of all links in the network is set to 100 Mbps.
Cross traffic is sent from node n1 to node n8 via nodes n4
and n5 at a rate of X1 Mbps, as well as from node n7 to node
n3 via nodes n5 and n6 at a rate of X2 Mbps. Therefore, the
available bandwidth of the first link is (100−X1) Mbps and
that of the second link is (100−X2) Mbps. The cross traffic
consists of UDP packets whose departure intervals follows
an exponential distribution with a given mean value. Probe
packets are sent from node n0 to node n2 via nodes n4, n5,
and n6, traversing the first and second links. The probe

packets are sent from node n0 at intervals from 1.0 × 10−4

to 2.0 × 10−3 s in units of 1.0 × 10−5 s, which corresponds
to a rate from 6 Mbps to 120 Mbps. The number of probe
packets sent at a time is K. The probe packet size is set to
1, 500 Bytes and the packet size of cross traffic is set to 1, 000
Bytes. With these settings, we observe the incoming and
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outgoing rates of probe packets at the second link, which are
taken as the averaged values over K0 probe packets.

Figure 3 shows the simulation results for the relationship
between incoming and outgoing rates of probe packets at the
second link when K0 = 2, 6, and 10. This graph shows the
case where X1 = 50 and X2 = 30. Since the actual available
bandwidth of the first and second links is 50 and 70 Mbps,
respectively, Equation (1) is not satisfied. However, we can
see from this figure that a non-negligible portion of probe
packets are injected into the second link at a rate higher
than 50 Mbps, regardless of the value of K0. Also, when
the incoming rate is high, the outgoing rate of probe packets
tends to be lower than the incoming rate, especially if K0 is
large. This means that we can measure the available band-
width of the second link, even though Equation (1) is not
satisfied.

Next, we focus on the effect of K0. In the case of small
K0 (Figure3(a)), there is no stable relationship between in-
coming and outgoing rates of probe packets. In contrast,
too large a value of K0 would result in smooth incoming
and outgoing rates, which would obscure the difference be-
tween the two, as can be seen by comparing Figures 3(b)
and 3(c). This may affect the measurement accuracy, which
is confirmed in Section 3.. Furthermore, a larger value of K0

requires a larger number of probe packets in order to obtain
a sufficient number of probing samples. Thus, when setting
the value of K0, we must consider the measurement accu-
racy and the number of probe samples necessary in order to
obtain meaningful measurement results.

2. 2 Proposed method
We propose a method for measuring available bandwidth

of multiple sections of an end-to-end network path based on
the observations in Subsection 2. 1. We first show the princi-
ple of the proposed method considering a difference between
the measurement of the available bandwidth at the bottle-
neck and the multi-section measurement. Next, we describe
the process of measuring the available bandwidth of arbitrary
sections of a network path. Finally, we present the steps in
the measurement process in detail.

2. 2. 1 Overview
To measure the available bandwidth of arbitrary sections

of a network path, the probe packets have to arrive at each
network section at a designated rate. However, this is diffi-
cult to achieve in practice for an arbitrary network section
because the packet arrival intervals vary due to fluctuation in
the amount of cross traffic. For this reason, the sender sends
probe packets at various rates to the receiver and estimates
the available bandwidth of arbitrary sections of the network
path based on statistical analysis. The measurement process
is as follows.

（ 1） The sender sends probe packets to the receiver at various
rates, and intermediate routers along the path record the
arrival time of each probe packet as a timestamp into the
packet itself.

（ 2） When a probe packet arrives at the receiver, the receiver
estimates the available bandwidth of each network sec-
tion based on the arrival and departure times of the
probe packet for the corresponding section.

（ 3） When the available bandwidth estimation for the entire
network is complete or measurement with high accuracy
seems to be impossible, the measurement procedure is
terminated. Otherwise, we return to step 1.

In the following subsections, we explain steps 1 and 2 in de-
tail.

2. 2. 2 Hop-by-Hop timestamps of probe packets
The bandwidth measurement method presented in this pa-

per is based on the observation of a single pair of incoming
and outgoing rates of probe packets in the network. Ex-
isting measurement methods can obtain only the available

図 4: Computation of available bandwidth in the proposed method

bandwidth at bottlenecks in the network. To measure the
available bandwidth of multiple network sections, we assume
that intermediate routers (Figure 1) can record the times at
which probe packets pass through the router into the packets
themselves. The proposed method utilizes those timestamps
to estimate the available bandwidth of each network section.
To our knowledge, routers currently deployed in real-world
networks are not capable of recording timestamps into pack-
ets, but such routers are being developed [15,16] for various
end-to-end measurement purposes.

2. 2. 3 Calculation of available bandwidth based on sta-

tistical analysis
We propose a method for calculating the available band-

width based on probing results as shown in Figure 3. The
simulation results in Figure 3 can be abstracted into a sim-
ple mathematical model illustrated in Figure 4. The probing
results can be divided into two regions (denoted as (i) and
(ii)). In region (i), the departure rate of probe packets is
lower than the actual available bandwidth. Therefore, the
incoming and outgoing rates become almost equal in that
region. In contrast, in region (ii), the probing packets are in-
jected at a higher rate than the actual available bandwidth.
In this case, the outgoing rate would be lower than the in-
coming rate. We utilize a fluid model [10] to determine the
outgoing rate of probe packets from the incoming rates and
the actual available bandwidth. We denote the incoming rate
of probe packets as x bps and the outgoing rate for that in-
coming rate as y(x) bps. The physical available bandwidths
are denoted as C [bps] and A [bps], respectively. Then, the
model in Figure 4 can be represented as follows.

y(x) =

(

x x <= A
Cx

x+(C−A)
x > A

(2)

The proposed method first gathers probing samples as shown
in Figure 3 and determines the available bandwidth (which
corresponds to A in Equation (2)), by simple regression of
the equation to obtain a fit for all probing samples. This
regression is the point where the proposed method differs
from the train of packet pairs method [17]. We explain the
proposed method in detail below.

The sender sends K probe packets, denoted as P1, P2, · · · ,
PK , at a certain rate. We focus on K0 successive packets
beginning with the i th packet, which corresponds to the se-
quence Pi, Pi+1, · · · , Pi+K0−1 (1 <= i <= K − K0 + 1). We
calculate the incoming and outgoing rates from timestamps
recorded at intermediate routers, which are denoted as xi bps
and yi bps, respectively. We define (xi, yi) as the i th probing
sample. Note that we can obtain (K −K0 +1) samples from
K packets. We assume that the sender sends probing packets
repeatedly and obtains Nall samples. Next, we divide these
samples based on their incoming rates to obtain the average
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図 3: Relationship between incoming and outgoing rates with X1 = 50 and X2 = 30

values. We set the rate resolution to R0 bps. Then, we cal-
culate the average incoming and outgoing rates of samples
for each incoming rate. We denote the averaged samples as
(x̂k, ŷk) (1 <= k <= dC(j)/R0e), assuming that C(j) is known
in advance, and estimate the available bandwidth of the j th
network section (denoted by Ā(j)) by the equation below.

Ā(j) = argmin
A(j)

e(A(j)) (3)

where e(A(j)) is calculated as follows.

e(A(j)) =
X

x̂i<=A(j)

(ŷi − x̂i)
2

+
X

x̂i>A(j)

„

ŷi −
C(j) · x̂i

x̂i + (C(j) − A(j))

«2

(4)

3. Performance evaluation
We evaluate the performance of the proposed method by

conducting simulation experiments using ns-2. First, we
evaluate the fundamental performance using a 2-hop net-
work topology considering the situation where the available
bandwidth of the receiver-side network is higher than that of
the sender-side network. Next, we evaluate the influence of
various conditions to assess the robustness of the proposed
method.

3. 1 Fundamental evaluation of the proposed

method
First, we examine the basic behavior of the proposed

method with a simple network topology. The network topol-
ogy (illustrated in Figure 2) is the same as in Subsection 2. 1.
In this topology, the path between the endhosts consists of
segments that are not measured (links directly connected
to the endhosts) and segments that are measured (all other
links). The physical bandwidth of all links is set to 100 Mbps.
The available bandwidth of the first link, which is located be-
tween nodes n4 and n5, is denoted as A(1), and the available
bandwidth of the second link, which is located between nodes
n5 and n6, is denoted as A(2). We vary A(1) and A(2) from
10 Mbps to 90 Mbps by changing the rate of cross traffic.
The timer granularity of the intermediate router is set to

1.0 × 10−6 s. In this environment, we measure the available
bandwidth of the second link by the proposed method.

Figure 5 presents the simulation results for the measure-
ment accuracy of the available bandwidth of the second link.
Each graph in Figure 5 corresponds to a different value of
the actual available bandwidth of the first link (A(1)). The
graphs present the relation between actual and estimated val-
ues of the available bandwidth of the second link for K0 = 2,
4, 8, 16, 32 and 47. The values of parameters K and R0 of
the proposed method are set to 50 and 1 Mbps, respectively.
The center of each error bar in the graph indicates the aver-
age of the corresponding estimation result, and the width of

each bar indicates 95% confidence interval.
These figures indicate that the available bandwidth of the

second link is measured accurately regardless of the actual
available bandwidth of the two links (A(1) and A(2)). Espe-
cially when A(2) < A(1), in which case Equation (1) is sat-
isfied, the available bandwidth can be measured with high
accuracy. When A(2) > A(1), in which case Equation (1)
is not satisfied, the measurement accuracy is lower but re-
mains reasonable. However, when A(2) is close to 100 Mbps,
the measurement accuracy degrades, especially when A(1) is
small. This is due to the decrease in the number of probing
samples whose incoming rate is higher than A(2). Also, to
obtain accurate measurement results, we should avoid setting
K0 = 2 since in that case the measurement results fluctuate
considerably (Figure 5). This is because the relation between
incoming and outgoing rates becomes unstable (Figure 3(a)).

3. 2 Influence of physical bandwidth
We evaluate the influence of physical bandwidth on the

measurement accuracy by using the same network topology
as in the previous simulation experiments. The difference
from the previous experimental setup is the values of the
physical and available bandwidths of all links in the net-
work. The physical bandwidth is set to 10 Mbps or 1 Gbps,
and the cross traffic rates and available bandwidths are con-
figured proportionally to the physical bandwidth.

Figure 6 presents the simulation results for the available
bandwidth of the second link where the physical bandwidth
is set to 10 Mbps. We focus on the measurement results
for the same bandwidth utilization of the first and second
links in Figures 5, and 6. Note that the results for 1 Gbps
of physical bandwidth has simular tendency in terms of the
measurement accuracy. This figure indicates that the avail-
able bandwidth can be measured accurately regardless of the
physical bandwidth. In general, when the physical band-
width is large, the measurement accuracy is low because of
the timer granularity of the intermediate router. However,
in the proposed method, the statistical processing can com-
pensate for the low measurement accuracy.

3. 3 Influence of hop count along path
Next, we evaluate the influence of the hop count along a

path on the measurement accuracy. The model for 5-hop
network is shown in Figure 7. 3-hop and 9-hop networks
have similar topologies except that the number of hops be-
tween nodes connecting source and destination hosts is set
to three, and nine, respectively. The remaining settings are
the same as in the two-hop model.

The above results indicate that the measurement accuracy
depends mainly on whether Equation (1) is satisfied. For this
reason, we examine the following two cross traffic scenarios.

• Scenario 1: The available bandwidth decreases gradu-
ally in equal steps from the sender host to the receiver host.

• Scenario 2: The available bandwidth increases gradu-
ally in equal steps from the sender host to the receiver host.
The detailed settings for the available bandwidth are sum-
marized in Table 1. The estimation results are shown in
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図 5: Estimation results with 100 Mbps of physical bandwidth
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図 6: Estimation results with 10 Mbps of physical bandwidth
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図 7: 5-hop network topology

表 1: Settings for the available bandwidth in 3-, 5-, and 9-hop

topologies

Scenario 1 Scenario 2

3-hop topology (90, 50, 10) Mbps (10, 50, 90) Mbps

5-hop topology (90, 70, · · · , 10) Mbps (10, 30, · · · , 90) Mbps

9-hop topology (90, 80, · · · , 10) Mbps (10, 20, · · · , 90) Mbps

Figures 8 and 9 for Scenarios 1 and 2, respectively. Each
graph in the figures corresponds to a different hop count of
the path. Figure 8 indicates that when the available band-
width increases together with the hop count from the sender
(in which case Equation (1) is satisfied), the available band-
width can be measured accurately regardless of the total
number of hop counts between the sender and the receiver.
However, Figure 9 indicates that in case Equation (1) is not
satisfied, the estimation accuracy degrades as the hop count
from the sender increases. This occurs because when probe
packets traverse multiple links with ever smaller available
bandwidth, their incoming rates in the subsequent network
sections decreases with higher probability.

3. 4 Performance in case of multiple bottlenecks
Finally, we verify the performance of the proposed method

in case of multiple bottleneck locations along the path. We
utilize the 5-hop network topology shown in Figure 7. The
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図 10: Estimation results in a case of multiple bottlenecks

physical bandwidth of the links is set to 100 Mbps and the
available bandwidth of each link from the sender is 50, 30,
50, 30, and 50 Mbps in this order. The estimation results
(Figure 10) indicate that the available bandwidth of all links
along the path is measured accurately and the bottleneck lo-
cations are identified correctly, suggesting that the proposed
method can be applied with equal success in cases of a single
or multiple bottleneck locations.

4. Conclusion and future work
In this paper, we proposed a method for simultaneous mea-

surement of the available bandwidth at multiple locations
along an end-to-end network path. We extended the mea-
surement principle utilized in existing measurement tools by
adding a timestamp function to intermediate routers along
the path, whereby the arrival and departure times of each
packet are recorded in the packet itself. We validated the
performance of the proposed method by simulation experi-
ments and found that the available bandwidth at multiple
locations along the path can be measured with reasonable
accuracy, even when the available bandwidth of the receiver-
side network is higher than that of the sender-side network.
We also validated the robustness of the proposed method for
various situations.

In future work, we plan to introduce an algorithm allow-
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(a) 3-hop network
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図 8: Effect of hop count in Scenario 1
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図 9: Effect of hop count in Scenario 2

ing the number of probe packets to be configured in order to
decrease the measurement load on the network while main-
taining the measurement accuracy. Furthermore, we plan to
implement the proposed method and to verify its effective-
ness in actual network environments.
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