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Abstract—Reduced energy consumption and extension of net-
work lifetime are important challenges for wireless sensor net-
works, due to the energy-constraint properties of its elements.
To solve these problems, many studies have been conducted on
incorporating mobile sinks and controlled mobility into wireless
sensor networks. When a mobile sink relays data from a sensor
network to an operator, some sensors can save energy by reducing
the number of transmitted packets and the communication range.
Another important advantage is that sparse and disconnected
networks are better handled when a mobile node relays packets
between networks. In existing methods, however, all or some
nodes must know their own location through the use of devices
such as Global Positioning System (GPS) receivers. Yet it entails
a high cost when each node is equipped with a GPS receiver.
Moreover, GPS-based localization solutions cannot provide reli-
able location estimate in indoor environments, and in the presence
of obstacles. We propose a method for controlling the mobility
of a mobile sink so that it moves toward a targeted sensor node
without GPS. In the proposed method, a sensor node selected as a
target node broadcasts a control message, and each node records
a hop count from the target node so as to construct a gradient
field. A mobile sink can approach the target node using the
gradient field. We evaluate our method by computer simulation
and experiments using a cleaning robot that implements our
method. We show that a mobile node with our proposed method
can reach a target node in about 6 min.

Index Terms—mobile sink; controlled mobility; sensor net-
work.

I. INTRODUCTION

The main challenges for Wireless Sensor Networks (WSNs)
include reduced energy consumption and lifetime extension.
To solve these problems, many controlled mobility protocols
have been studied [1-6]. A mobile node that moves to collect
information in WSNs is called a mobile sink. In controlled
mobility, an operator deploys mobile sinks, whose mobility is
dynamically controlled by received information from inside or
outside of networks.

When a mobile sink relays data from sensor networks to
an operator, some sensors can save energy from the reduced
number of transmitted packets and communication range.
Another important advantage is that sparse, disconnected net-
works can be better handled, since a mobile node can relay
packets from one network to another. However, in existing
methods, it is important to point out that all or some nodes
need to know their own location information using devices

such as GPS receivers. Yet, it entails a high cost when each
node is equipped with a GPS receiver. Moreover, GPS-based
localization solutions cannot provide reliable location estimate
in indoor environments, and in the presence of obstacles.

In this paper, we propose a method to control the mobility
of a mobile sink so that it moves toward a target sensor node
by using a gradient field. The concept of a gradient field has
been applied in gradient-based routing [7]. In gradient-based
routing, all nodes have a gradient, which is a value presenting
the direction through which the sink can be reached. Such a
gradient field can be set up according to different information,
such as hop count, energy consumption, or physical distance.
When each node forwards a data along the gradient field, the
data can reach the sink. In this paper, we use a gradient field
for guiding a mobile sink to a location where a specific node
is deployed. For example, a device such as a Personal Digital
Assistant (PDA) floods a message, and PDAs that receive the
message record the hop count from the flooding PDA. When
such a hop count is assigned to PDAs, they can guide a mobile
sink, such as a rescue robot, to the position where a person is
requesting help.

In the proposed method, a sensor node selected as a target
node floods a control message, and each node records a hop
count from the target node. Then, a gradient field towards the
target node is set up. When a mobile sink moves along the
gradient field, like a data flow in gradient-based routing, it
can reach the target node. For that, a mobile sink intercepts
hop count information exchanged in the network. It then
approaches the sensor node with smaller hop count and finally
reaches the target node.

In our method, a mobile sink does not use any GPS
receivers, but rather a Received Signal Strength Indication
(RSSI) of messages exchanged in the sensor network. Because
a gradient field is insufficient for a mobile sink to determine
the direction to the node, mobile sinks measure the RSSI of
a message from a sensor node, and searches for directions in
which the RSSI is larger. Specifically, if a mobile sink goes
straight and the RSSI increases, it continues to go straight
because it approaches the sensor node. When going straight
decreases the RSSI, the mobile sink measures RSSI while
turning, and heads in the direction in which the RSSI is largest.
By repeating these processes, a mobile sink can get closer to



TABLE I
DESCRIPTION OF CONTROL MESSAGES

Information Description
node id Sender’s node ID

hop count Hop count from sender to target
net id Sender’s network ID

the sensor node.
The main advantage of using a gradient field is that a mobile

sink needs not know the global information of the whole
network. Instead, it only needs to know the local gradient
information. Therefore, all nodes do not have to communicate
over a long distance nor to send much information about a
network.

We evaluate our proposed method by computer simulation
and experiment using a cleaning robot. Our simulation and
experiment results show that a mobile sink can be guided to the
target node by using a gradient field. Since the main scope of
our method in this paper is the mobility control of the mobile
sink, our simulation and experiment focus on the capability of
the mobile sink to be guided toward the target node by using
a gradient field.

The rest of this paper is organized as follows: Section II
presents our proposed method of controlled mobility. In Sec-
tion III, we validate our method by computer simulation. Sec-
tion IV discusses implementation using a cleaning robot, and
we evaluate our method using the cleaning robot and sensors
in Section V. Finally, Section VI presents our conclusions.

II. CONTROLLED MOBILITY WITH A GRADIENT FIELD

In our protocol, each node has a hop count from a target
node, which is regarded as a gradient field. To assign a hop
count from the target node to each node and update it, all
sensor nodes send a control message to their neighbor nodes.
A target node assigns its hop count to zero and generates a
control message containing hop count that is initially set to
one and advanced in increments by the forwarding nodes. The
other node broadcasts the control message and assigns its hop
count to the hop count contained in it. If a node receives more
than one control message, the node assigns the hop count to
the smallest hop count and broadcasts the message containing
the smallest hop count. Table I shows the information included
in the control message. Each node is assumed to have a unique
identifier (node ID) to break ties, which can be easily removed
by allowing each node to choose a random number in a large
enough interval. Network ID is an identifier of the network
which is comprised of a node connected to the target node.
Mobile sinks intercept this control message to control their
own mobility.

When a mobile sink receives a control message, it starts to
control its own mobility along the gradient of the hop count
field. First, it checks whether the network ID of the control
message is the same as one it recorded. When the network
ID is different from the recorded one, it ignores the control
message. Otherwise, a mobile sink checks the hop count of
the control message, and compares it to the hop count which
it has recorded as the smallest one. If the received hop count

is smaller than the currently recorded one, the mobile sink
records the sender’s node ID and its hop count, then tries
to approach the sender. After the mobile sink receives data
from a target node, it needs to restore its mobile algorithm
because it may deliver data to a base station or move to the
next network in which the other target node is located. When
a mobile sink receives the data from a target node, it therefore
records the network ID as the node that it has been arrived at
and ignores control messages containing the same network ID
as the recorded one.

However, a mobile sink cannot determine the direction
of the sensor node because of feature of non-directional
radio. We thus propose a controlled mobility using an RSSI.
Our proposed method is applicable when mobile sinks are
equipped with a non-directional antenna, but it can determine
the direction more precisely when equipped with a directional
antenna. Figure 1 shows the algorithm, which describes the
operation of the controlled mobility. In that algorithm, hmin is
a hop count, nodemin is a node ID, and RSSImin is an RSSI,
when a mobile sink receives a control message containing a
hop count that is the smallest it has received. netid is the
network ID of the target node that a mobile sink needs to
approach to currently.

When a mobile sink receives a control message, it checks
whether the sender is a target node (lines 1 and 2). If so, the
mobile sink communicates with the target node and restores
its own mobile algorithm (lines 3–6). Otherwise, the mobile
sink checks the network ID included in the control message
whether it is the same as netid. If the network ID is different
from netid, a mobile sink ignores the control message (lines
8 and 9). Otherwise, the mobile sink checks the hop count
included in the control message. If the received hop count is
smaller than hmin, the mobile sink updates hmin, nodemin,
and RSSImin, because it needs to approach the sender (lines
11–14). The mobile sink then searches for the direction to
the sender (line 15). The operation of the searching direction
to the node is described in Figure 2. If the received hop
count is larger than hmin, the mobile sink ignores the control
message (lines 16–18). If the received hop count is the same
as hmin, the mobile sink checks the node ID included in the
control message. If the node ID of the sender is different
from nodemin, the mobile sink ignores the control message
and goes straight (lines 19 and 20). If the node ID of the
sender is the same as nodemin, the mobile sink checks the
RSSI included in the control message. If the received RSSI
is larger than RSSImin, the mobile sink continues to go
straight because it is approaching the sender (lines 21–23).
Otherwise, the mobile sink searches for the direction to the
sender, because it is getting farther from the sender (line 25).

In the following section, we use computer simulation to
show that the proposed method can realize controlled mobility.

III. VERIFICATION OF CONTROLLED MOBILITY BY
COMPUTER SIMULATION

We evaluate our method by computer simulation to show
that the mobility of a mobile sink can be controlled. The
monitoring area is 120 × 80 m. Seven sensor nodes and one



Algorithm 1 A mobile sink approaches a target node

1: receive message m

2: if the mobile sink receives m from target node then
3: the mobile sink receives data from target node
4: the mobile sink records m.net id
5: the mobile sink moves according to the usual mobile

algorithm
6: return
7: end if
8: if netid 6= m.net id then
9: return

10: end if
11: if hmin > m.hop then
12: hmin ⇐ m.hop
13: nodemin ⇐ m.node id
14: RSSImin ⇐ m.RSSI
15: search direction
16: else if hmin < m.hop then
17: Go straight
18: else
19: if nodemin 6= m.node id then
20: Go straight
21: else if RSSImin < m.RSSI then
22: RSSImin ⇐ m.RSSI
23: Go straight
24: else
25: search direction
26: end if
27: end if

Fig. 1. Approach algorithm toward a target node

Algorithm 2 A mobile sink searches for the direction to the
sender

1: The mobile sink moves on the circumference centering
on the current position (L c) and records the position
(L max) where the mobile sink receives the message with
the maximum RSSI.

2: The mobile sink returns to (L c).
3: The mobile sink goes straight in the direction toward

position (L max).

Fig. 2. Direction search algorithm toward the sender

mobile sink are deployed at random places, and one of seven
sensor nodes behaves as a target node. The model of radio
attenuation is the free space model [8] and we assumed that
no noise exists.

Our method is implemented in the OMNeT++ 4.1 [9]
network simulator. We evaluate Tmove, which is the time
required for the mobile sink to approach the target node and
to receive a control message from the target node. The default
mobility algorithm of the mobile sink is the random way point
model [10], which switches to the mobility algorithm shown in
Section II, when it receives a control message from a sensor
node. A mobile sink is deployed at random place in initial
settings. The mobility based on the random way point model
is shown in following.

1) A mobile sink selects the random place in the monitoring
area.

2) It goes straight towards the selected place at constant
velocity.

TABLE II
SIMULATION CONFIGURATION

Parameter Value
Control message send time 1 s

Communication range 50 m
Data packet size 128 byte

Bandwidth 250 kbps
Mobile sink velocity 1 m/s

Mobile sink angular velocity π
6

rad/s

TABLE III
SIMULATION RESULTS

Tmove

with controlled mobility 138.78± 67.17 s
without controlled mobility 308.30± 102.58 s

3) When it reaches the selected place, its mobility process
returns to 1).

When a mobile sink goes straight and hits against a boundary
of a monitoring area, it goes straight to the reflection direction.
When a mobile sink searches direction to the node, it moves in
a circle. When it moves in a circle and hits against a boundary
of a monitoring area, it turns around in reverse. The details of
the simulation configuration are summarized in Table II.

To compare the influence of our method, we evaluate Tmove

when the mobile sink moves only according to the random way
point model. Table III shows simulation results. The number
of trials is 50, and the confidence interval is 95%.

Tmove is smaller when our method is implemented, so
controlled mobility using a gradient field can be realized. The
confidence interval when not using our method is larger due
to the randomness of the random way point model, but the
ratio between the confidence interval and the average Tmove

is larger under our method. This is because the number of
circular movements when searching for a direction varies
considerably according to the location where the mobile sink
first receives a control message.

IV. IMPLEMENTATION OF CONTROLLED MOBILITY USING
A GRADIENT FIELD

In this section, we describe how to implement controlled
mobility in a mobile sink. We present an outline, and then
details regarding configuration and system implementation.

A. Outline
For method implementation, as a mobile sink we use a

patrolling robot such as an automatic cleaning robot. When
the cleaning robot receives a control message from a sensor
node while cleaning, it is guided to a target node along the
gradient field. In our experimentation, the robot restores its
mobility for cleaning after receiving a control message from
the target node.

B. Configuration
In our experiment, we use a Roomba 790 (iRobot Corp.),

an automatic cleaning robot with a publicly documented
serial interface [11]. For sensor nodes we use the IRIS Mote
XM2100 (Crossbow Technology) [12]. IRIS wireless modules
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Fig. 3. Components of the mobile sink

TABLE IV
ROOMBA MOBILE PHASES

Phase Description
FIND NEWIRIS Find an s-IRIS with smaller hop count
APPROACH IRIS Approach the s-IRIS with recorded node ID
REACH TARGET Reach target node
CLEAN Do not control mobility and move based on

default mobile strategy

are widely used for WSN development, are IEEE 802.15.4
compliant, and can be programmed using C#, Java, and other
languages. We implement two types of IRIS with different
functions. One is an s-IRIS (sensing IRIS), which generates
sensing data and constructs the gradient field. The other is a
b-IRIS (base station IRIS), which intercepts control messages
and RSSI, and forwards them to the Roomba’s mobility
controller. We prepare a laptop computer for controlling the
mobility of Roomba and attach it on the Roomba. The lap-
top computer decides the strategy of the mobility based on
received information.

We used devices connected as shown in Figure 3. The b-
IRIS was connected with a laptop computer via a serial port,
and the laptop was connected with the Roomba via a serial
conversion module (FT232RL). The laptop sends commands to
the Roomba via the FT232RL, which serializes the command
and forwards the results.

C. Implementation
Our proposed controlled mobility consists of three phases.

The b-IRIS selects the next mobile phase based on information
received from an s-IRIS. The b-IRIS then sends the next
mobile phase and RSSI of the received control message to
the Roomba’s mobility controller, which selects an appropriate
command according to the mobile phase and RSSI, and sends
the command to the Roomba. Table IV shows these phases. In
the following, we describe the processes and implementation
of the b-IRIS and mobility controller.

1) B-IRIS processes : Figure 4 shows the state transition
diagrams of the b-IRIS’s process flow. The b-IRIS manages
the mobile phase, as shown below, and informs the mobility
controller of the next mobile phase. hmin is a hop count,
nodemin is a node ID, and RSSImin is an RSSI, when the
b-IRIS receives a control message containing the hop count
that is the smallest so far received.

FIND_NEWIRIS APPROACH_IRIS 

CLEAN 

Receive a control message 

Receive a control message 

from the target node 

Receive some information 

from the target node 

Receive a control message from  

the node with the smallest hop-count 

the mobility controller recorded 

Receive a smaller hop-count  

contained in a control message 

REACH_TARGET 

Fig. 4. State transition diagrams of the Roomba’s mobile phases

a) CLEAN: When the b-IRIS receives a control message
from an s-IRIS, it enters the FIND NEWIRIS mobile phase.

b) FIND NEWIRIS: When the b-IRIS receives a control
message from a target node, it records the network ID to which
the target node belongs, then enters the REACH TARGET
mobile phase. When the b-IRIS receives a control message
from an s-IRIS, it informs the mobility controller of RSSI,
and then the next mobile phase is APPROACH IRIS.

c) APPROACH IRIS: When the b-IRIS receives a con-
trol message from an s-IRIS, it compares the received hop
count with hmin.

• If the received hop count is smaller than hmin, the
b-IRIS updates hmin and nodemin, then enters the
FIND NEWIRIS mobile phase.

• If the received hop count is larger than hmin, the b-IRIS
does nothing.

• Otherwise, the b-IRIS checks the node ID of the sender.
If the sender’s node ID is the same as nodemin, the b-
IRIS informs the RSSI mobility controller. Otherwise, the
b-IRIS records the node ID of the larger of the received
RSSI and RSSImin.
d) REACH TARGET: When the b-IRIS receives a con-

trol message from a target node, it checks the received network
ID. If the ID is already recorded, it ignores the received control
message for a while. The next mobile phase is CLEAN.

2) Mobility controller processes: The mobility controller
commands the Roomba based on the mobile phase and RSSI
received from the b-IRIS.

a) CLEAN: When the mobility controller commands the
Roomba to clean, the Roomba moves according to its original
mobility algorithm.

b) FIND NEWIRIS: The mobility controller discards
and initializes all saved data.

c) APPROACH IRIS: The Roomba approaches an s-
IRIS. When the mobility controller searches for the direction
of the s-IRIS, it commands the Roomba to rotate. The mobility
controller searches for the direction with the largest RSSI,
and goes straight in that direction. In order to exaggerate
the difference in RSSI values, the b-IRIS is equipped with
a pseudo-directional antenna in our experiments. The outline
of the directional searching procedure is described below.



1) While the Roomba rotates, the mobility controller
records the direction with the largest RSSI. When the
mobility controller receives equally large RSSI from
multiple directions, the mobility controller records the
composition of those directions.

2) After the Roomba turns 360 degrees, the mobility con-
troller commands the Roomba to turn to the recorded
direction.

3) The mobility controller commands the Roomba to go
straight. If the received RSSI tends to decrease while
Roomba goes straight, the mobility controller pro-
cesses 1).

In the following, we describe the directional searching
procedure in detail. Each s-IRIS sends its hop count every
second, and the angular velocity of Roomba is 2π

N rad/s when
Roomba receives N messages and RSSI while it turns 360
degrees. The mobility controller numbers directions from 0
to N − 1. This number is denoted by RoombaDir, and is
initialized as 0 when the Roomba starts to turn. Then, every
time the mobility controller receives RSSI, RoombaDir is
incremented through each direction. The mobility controller
records the RoombaDir with the largest RSSI as TopDir.
If there are multiple directions with equally large RSSI, the
mobility controller records the last two RoombaDir values as
RD1 and RD2, and the mobility controller records RD1+RD2

2
as TopDir. When the difference between RD1 and RD2 is N

2
or more, the mobility controller records RD1+N+RD2

2 mod N
as TopDir so that the Roomba does not go just in the opposite
direction. The mobility controller uses an N s timer to decide
when to finish searching directions. In an actual environment,
the b-IRIS cannot always receive hop counts. Therefore, the
mobility controller sets RSSI of the direction to 0 using the
timer when the b-IRIS does not receive a hop count.

When the mobility controller decides TopDir, it needs
to command Roomba to face the direction TopDir. When
TopDir is N

2 or more, the mobility controller commands
the Roomba to turn for (N − TopDir) seconds clockwise.
Otherwise, the mobility controller commands the Roomba to
turn for (TopDir) seconds counterclockwise.

In an actual environment, the mobility controller may
happen to go to the wrong direction because of noise or
radio interference. Therefore, when Roomba goes on wrong
direction, the mobility controller needs to revise the direction
of movement of Roomba. In order to do so, the mobility con-
troller determines the increase and decrease of RSSI tendency
by the exponential moving average (EMA) of the RSSI. The
EMA of the RSSI is calculated by equation (1). Every T
seconds, the mobility controller calculates the EMA of RSSI
and compares it with that of T seconds ago. En and Rn

describe the EMA and RSSI respectively when the mobility
controller observes the nth RSSI. α is a smoothing coefficient.

En = (1− α) · En−1 + α ·Rn (1)

In this experiment, E1 is equal to R1. The mobility con-
troller compares En with En−5. It determines that RSSI is
increasing when En is larger than En−5, and decreasing
otherwise.
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Fig. 5. The deployment of s-IRISs and the mobile sink

d) REACH TARGET: The mobility controller commands
the Roomba to stop for enough time to receive a control
message from the target node.

V. EXPERIMENTAL EVALUATION

In this section, we show that the Roomba’s mobility can be
controlled by our proposed method. To show that, we compare
the time taken for the Roomba to approach a target node
Tmove when our method is implemented and when it is not.
To approach the target node means that the b-IRIS receives a
message with RSSI larger than a predefined threshold from the
target node. IRIS operates under IEEE 802.15.4 in non-beacon
mode, and can asynchronously communicate with other IRIS
modules at all times. In this experiment, N is set to 14, α is
set to 0.2 and T is set to 5.

A. Outline of experiments

Each IRIS is deployed in a room to construct a multi-
hop network. To show the influence of controlled mobility,
a single IRIS behaves as the target node. We use the topology
shown in Figure 5. The target node IRIS is located at the
network boundary. The Roomba starts to move from a specific
location, and we measure Tmove. To measure the efficiency of
our algorithm, we compare Tmove when the Roomba moves
along the gradient field and Tmove when the Roomba moves
according to its default algorithm.

B. Experimental environment

The dimensions of the room used for the experiment was
12 × 8 m. Three IRIS modules were deployed in the room.
We removed obstacles from the room to avoid impeding the
Roomba’s movement. The WSN bandwidth was 2.4 GHz,
which overlapped with the bandwidth used for a wireless LAN.
We used the 26th channel (2480 MHz), which investigation
showed to have the least noise.

In the experiment, the Roomba starts to move after the
gradient field is constructed in the WSN. The initial position
of the Roomba is the same in each experiment, and experi-
ments start by running a program implemented on the laptop.
Figure 6 shows the process flow.
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TABLE V
EXPERIMENTAL RESULTS

Tmove

With controlled mobility 371.12± 93.3 s
Without controlled mobility unsuccessful

C. Experimental result

We limited experiments to 10 min, on the assumption that
if the Roomba cannot reach the target node in that time, it
never will. Table V shows the results of the experiment. When
the Roomba moves according its default algorithm, it cannot
approach the target node at all. Using the proposed method,
the Roomba reaches target nodes in about 6 min. In a real
environment, the effects of shadowing or fading of radio wave
are considerable. These effects dynamical change RSSI and
therefore, lead the mobile sink into wrong directions. Never-
theless, the mechanism to detect the increase and decrease of
the EMA of RSSI allows Roomba to revise the direction of
its movement and to approach the target node.

In our simulation, because we adopt the random way point
model as the default mobility of the mobile sink, the mobile
sink without controlled mobility can reach the target node.
However, because the Roomba moves to clean when it is not
controlled, it does not necessarily reach the target node.

In terms of overhead of our method, all nodes need to
exchange control messages in order to maintain the gradient
field at least until a mobile sink reach the target node.
However, when monitoring application is assumed and some
representative nodes collect sensing information by using a
gradient-based routing, additional overhead to control a mobile
sink is negligible. In the rescue application, the most important
demand is the probability of the guidance of a mobile sink to
the target position rather than the overhead of communications.

VI. CONCLUSION AND FUTURE WORK

We proposed a method of controlled mobility using a gra-
dient field. The simulation showed that the proposed method
saves the time required for a mobile sink to approach a
target node and receive a control message from the target
node. We implemented the proposed method on a Roomba in
consideration of radio fluctuation in a real environment. We

demonstrated that mobile sink mobility can be controlled using
a gradient field. The advantage of our proposed method is that
any nodes need not to know their own location through the
use of devices such as GPS receivers. Moreover, our proposed
method can work in indoor environments.

In this paper, we only show the situation that a mobile sink
approaches toward the target node gathering sensing data. Our
proposed method, however, can be applied to many scenarios;
for a patrolling robot or a rescue robot, our method can guide
them to the person who requests help. In addition, when a
gradient field is constructed according to residual energy, load
balancing can be realized.

In future work, we plan to study the case multiple networks
exist. In this paper, we use only one network and one target
node. Therefore, we need to evaluate whether a mobile sink
can approach all the target nodes by rotation when multiple
target nodes exist. In this study, we assumed that only one
mobile sink exists. We therefore need to consider the case of
multiple mobile sinks.
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