
Virtual Network Allocation for Fault Tolerance with Bandwidth Efficiency
in a Multi-Tenant Data Center

Yukio Ogawa∗, Go Hasegawa† and Masayuki Murata‡
∗Telecommunications & Network Systems Division, Hitachi, Ltd., Tokyo, Japan, Email: yukio.ogawa.xq@hitachi.com

†Cybermedia Center, Osaka University, Osaka, Japan, Email: hasegawa@cmc.osaka-u.ac.jp
‡Graduate School of Information Science and Technology, Osaka University, Osaka, Japan, Email: murata@ist.osaka-u.ac.jp

Abstract—In a multi-tenant data center, nodes and links of
tenants’ virtual networks (VNs) share a single component of
the physical substrate network (SN). A failure of the single
SN component can thereby cause simultaneous failures of
multiple nodes and links in a VN; this complex of failures
must significantly disrupt the services offered on the VN. In
the present paper, we clarify how the fault tolerance of a VN
is affected by a SN failure, especially from the perspective of
VN allocation in the SN. We propose a VN allocation model
for multi-tenant data centers and formulate a problem that
deals with the bandwidth loss in the VN due the SN failure.
We conduct numerical simulations with the setting that has
1.7 × 108 bit/s bandwidth demand on each VN. The results
show that the bandwidth loss can be reduced to 5.3 × 102

bit/s per VN, but the required bandwidth between physical
servers in the SN increases to 1.0 × 109 bit/s per VN when
each node in the VN is mapped to an individual physical
server. The balance between the bandwidth loss and the
required bandwidth between physical servers can be optimized
by assigning every four nodes of the VN to each physical
server, meaning that we minimize the bandwidth loss without
providing too sufficient bandwidth in the core area of the SN.

Keywords-data center; multi-tenant; virtual network alloca-
tion; multiple simultaneous failures; fault tolerance

I. INTRODUCTION

A data center for the Infrastructure-as-a-Service (IaaS)

type of cloud computing serves virtual data center infras-

tructures for client organizations, i.e., tenants. In order to

host not only business-critical applications but also mission-

critical ones in a virtual infrastructure, high availability must

be ensured through the use of a fault-tolerant design. One

of the typical methods for building the virtual infrastructure

is to introduce an overlay network architecture based on

a tunneling protocol such as VXLAN (Virtual Extensible

Local Area Network) [1]. In this architecture, the virtual

network (VN) for a tenant is built as an overlay network

by connecting VN nodes, i.e., virtual machines (VMs), that

are pooled on the physical servers of the physical substrate

network (SN) at the data center. Although the topology of the

VN is independent on that of the SN, the components of the

VN should be appropriately assigned to those in the SN in

order to share the SN’s resources effectively and tolerate SN

failures. This paper focuses on clarifying the fault tolerance

of the VN in terms of the influence from SN failures and

establishing an efficient allocation of resources to the VN.

Our goal is thereby to ensure high availability for the VN

so that mission critical applications can be hosted on it.

Mapping VNs to the shared SN in the data center faces

similar issues when embedding them in a shared ISPs

(Internet Service Providers) network. These issues are com-

monly referred to as the Virtual Network Embedding (VNE)

problem, which has been a major research topic in network

virtualization [2]. In the VNE problem, the availability,

survivability, and resiliency of VNs have been improved

by minimizing the network disconnections and capacity loss

due to physical link failures [3], [4] and by minimizing the

sum of all working and backup resources of physical nodes

and links [5], [6]. Similar to VNEs, a number of proposals

have been made on reliability-aware resource allocation and

redundancy provisioning in data center networks. One is an

allocation scheme that aims at minimizing the impact of

failures on VNs by spreading out the VMs across multiple

fault-domains while reducing bandwidth consumption in

the core area of the SN [7]. Another is a scheme that

considers minimum shared backup resources reserved on

physical links and nodes after physical failures [8]–[10]. The

latter studies suppose that the VN allocation has an impact

on the SN resource consumption in terms of backup and

restore resources after SN failures. These studies, however,

do not consider fault tolerance of the VN. Although a fault-

tolerance metric has been proposed in [7], failure-recovery

characteristics and bandwidth loss during the recovery time

are out of its scope.

In this paper, we focus on the performance characteristic

of concurrent VNs sharing resources of the SN. In detail,

we clarify how physical resource allocation to VN nodes

and links affects the fault tolerance of the VN. For this

purpose, we first hypothesize that the recovery time of

the VN increases with the failure complexity and explain

our procedure for controlling this recovery time. Second,

we propose a model of a multi-tenant data center network

and formulate a problem that deals with the impact of a

failure in the SN, expressed in terms of bandwidth loss in

the VN. Third, by applying a heuristic method to solve
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the problem, we examine how much the VN allocation

affects the bandwidth loss on failure. We describe that the

bandwidth loss in a VN is highly dependent on whether

components in the VN are consolidated in a few physical

components or distributed to many physical components. We

also show the trade-off between the bandwidth loss and the

bandwidth required by the VN in the SN.

The rest of this paper is organized as follows. In Sec-

tion II, we present our hypothesis about the VN recovery

time. In Section III, we describe a model of a multi-tenant

network and the problem expressing our allocation scheme.

Section IV presented a heuristic for solving the problem. In

Section V, we evaluate the VN allocation, and finally, in

Section VI, give conclusions and discuss remaining issues.

II. A HYPOTHESIS ON THE FAILURE RECOVERY TIME

In a virtualized environment, many VNs are consolidated

into the SN for better physical resource utilization as well

as cost effectiveness. Multiple components of VNs thereby

share, e.g., a single physical server in the SN. As a result,

a single failure of the server can simultaneously disrupt

multiple nodes and links in a VN. This characteristic sig-

nificantly impacts the availability of the VN, as compared

to a traditional network composed of dedicated physical

components. Previous studies have shown that multiple

simultaneous failures in a network can lead to a longer

recovery time [11] as a result of, e.g., the complexity of

fault localization in large enterprise systems [12], and SRG

(Shared Risk Group) failures in optical networks [4]. On the

basis of our knowledge and experience, we believe that the

same problems exist in VNs in a multi-tenant data center.

Based on the above discussion, the hypothesis for the

relationships between the failure complexity and the network

recovery time is illustrated in Figure 1. When the complexity

of failures in a VN is low, e.g., when only a few components

in the VN fail simultaneously, the VN can recover after

a few seconds by automatically switching to hot-standby

nodes and links. This can be done by using existing au-

tonomous decentralized control techniques such as VRRP

(Virtual Router Redundancy Protocol) [13], and VMware FT

(Fault Tolerance) [14]. We call this technique hot-standby
recovery. On the other hand, if the complexity of the failure

is high, the VN has a great risk of inducing unexpected

behaviors from misconfigurations, software bugs, etc. [15],

[16]. This behavior can prevent the failed nodes and links

from switching to standby ones. It can thereby significantly

delay the restoration of the VN, which may end up taking

several minutes or even hours. Since this type of failures

depends on the implementation and configuration of the VN,

it is difficult to predict the occurrence of such failures as well

as their duration in advance. We hence adopt a centralized

control technique by which the failed nodes are forced

to be terminated and cold-standby nodes are alternatively

booted [17], [18]; this technique can reduce the network

Figure 1. Hypothesis of time to recovery from failures in a single VN

downtime to a few minutes. We call this technique cold-
standby recovery. As explained above, we propose a proce-

dure for reducing this downtime; this procedure combines

hot- and cold-standby recovery and switches from the former

to the latter with reference to the failure complexity.

III. VIRTUAL NETWORK ALLOCATION

Here, we propose a multi-tenant network model and a VN

allocation scheme for tolerating SN failures.

A. Network Model in a Multi-tenant Environment

Figure 2 gives an overview of mapping a VN onto an

underlay SN. In what follows, we give models of the VN

and the SN, both of which are defined including end nodes,

i.e., end VMs and physical servers, respectively.

The SN is modeled with the following sets and parame-

ters.

Gu = (V,W,E) : a SN topology consisting of a set

of end nodes (i.e., physical servers) V , a set of

intermediate nodes (i.e., physical switches) W , and

a set of physical links E. The identifiers of a

physical server, a physical switch, and a physical

link are v, w, and e, respectively.

P : a set of physical paths between pairs of physical

servers. The identifier of a physical path is p.

Rv (v∈V ) : a constant number of CPU cores of physical

server v.

Se (e∈E) : a constant bandwidth of physical link e.

Dv, Dw, De (v∈V,w∈W, e∈E) : constant failure rates

(the number of failures per device per unit time) of

physical server v, physical switch w, and physical

link e, respectively.

Furthermore, a physical path p is mapped onto a physical

server v, physical switch w, and physical link e by using

the following parameters.

γpv, γpw, γpe∈{0, 1} (p∈P, v∈V,w∈W, e∈E) : binary

variables that take a value of 1 if the physical

path p is mapped onto physical server v, physical
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switch w, and physical link e, respectively, and 0

otherwise. The values of γpv and γpw depend on

the value of γpe.

Note that though each physical server accesses external

storage via a storage area network (SAN), we will omit

the SAN because it hardly affects the VN allocation in our

model.

Now, let I be the set of VNs hosted on the SN. The ith
VN is defined as follows.

Gi
o = (Ni, Li) : the ith VN topology consisting of a set

of logical nodes (i.e., VMs) Ni and a set of logical

links Li. The identifiers of a VM and a logical link

are n and l, respectively.

Fi : a set of traffic flows between pairs of end VMs.

The identifier of a traffic flow is f .

rin (n∈Ni) : a constant number of CPU cores required by

VM n in the ith VN.

cif (f∈Fi) : a constant average bandwidth of traffic flow

f in the ith VN. Moreover, the constant total av-

erage bandwidth for accessing the services offered

on the ith VN from an external network is defined

as Ci (Ci =
∑

f∈Fi
cif ).

Furthermore, in the ith VN, traffic flow f is assigned to

logical link l by using the following parameters.

δifl∈{0, 1} (i∈I, f∈Fi, l∈Li) : binary variables that take

the value of 1 if traffic flow f is routed through

logical link l and 0 otherwise.

In the multi-tenant model, node n and link l of the ith
VN are mapped onto physical server v and path p of the

SN, respectively. They are defined by the following binary

variables.

xi
lp∈{0, 1} (i∈I, l∈Li, p∈P ) : binary variables that take

the value of 1 if link l of the ith VN is mapped

onto physical path p and 0 otherwise.

xi
nv∈{0, 1} (i∈I, n∈Ni, v∈V ) : binary variables that

take the value of 1 if node n of the ith VN is

mapped onto physical server v and 0 otherwise.

We also introduce the following attributes related to the

VN allocation.

T i
v, T

i
w, T

i
e (i∈I, v∈V,w∈W, e∈E) : the recovery time pe-

riods of the ith VN after a failure happens on

physical server v, physical switch w, and physical

link e, respectively. These are explained in Sec-

tion III-C.

B. Problem Description

In this paper, the goal of VN allocation is to minimize

the bandwidth loss when a failure happens in the SN. Let

Bi denote the bandwidth loss of the ith VN.

Objective: minimize

∑
i∈I

Bi =
∑
i∈I

(∑
v∈V

Bi
v +

∑
w∈W

Bi
w +

∑
e∈E

Bi
e

)
, (1)

Figure 2. Network model for a multi-tenant data center

where Bi
v , Bi

w, and Bi
e are the bandwidth losses of the ith

VN resulting from a failure of physical server v, physical

switch w, and physical link e, respectively. These variables

are defined as

Bi
v = DvT

i
v

∑
f∈Fi

Xi
fvc

i
f , (2)

Bi
w = DwT

i
w

∑
f∈Fi

Xi
fwc

i
f , (3)

Bi
e = DeT

i
e

∑
f∈Fi

Xi
fec

i
f , (4)

where Xi
fv , Xi

fw and Xi
fe are binary variables that respec-

tively indicate the assignments of the ith VN’s traffic flow f
to physical server v, physical switch w, and physical link e.

Each of these variables is given below by using the notation⋃
, which means logical sum here.

Xi
fv =

⋃
p∈P

⋃
l∈Li

γpvx
i
lpδ

i
fl, (5)

Xi
fw =

⋃
p∈P

⋃
l∈Li

γpwx
i
lpδ

i
fl, (6)

Xi
fe =

⋃
p∈P

⋃
l∈Li

γpex
i
lpδ

i
fl, (7)

Objective (1) states that the bandwidth loss of each VN

is the sum of the losses caused by the failures of physical

servers, physical switches and physical links. Equation (2)

means that the bandwidth loss in the VN resulting from

physical server failures is the product of the VN’s failure

rate and total amount of lost traffic, both of which are caused

by a physical server failure. Bi
w in Equation (3) and Bi

e in

Equation (4) are calculated in the same manner. Note that

we do not consider multiple simultaneous failures in the SN,
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because the probability of multiple failures is much smaller

than that of a single failure in the SN. We also assume that

a failure in the VN does not spread to other VNs.

The constraints on Objective (1) are stated below.

Subject to: ∑
p∈P

xi
lp = 1, ∀l∈Li, i∈I (8)

∑
i∈I

∑
n∈Ni

xi
nvr

i
n ≤ a1Rv, ∀v∈V (9)

∑
i∈I

∑
p∈P

γpe
∑
l∈Li

xi
lp

∑
f∈Fi

δiflc
i
f ≤ a2Se, ∀e∈E (10)

Constraint (8) ensures that a logical link is certainly assigned

to a physical path; this assignment implies both end nodes

of the link are embedded, too. Constraint (9) ensures that

the ratio of the sum of the CPU cores required by the

VMs assigned to a physical server to the CPU cores on the

physical server is less than a1. Constraint (10) ensures that

the ratio of the bandwidth sum of the traffic flows going

through a physical link to the bandwidth provided by the

physical link is less than a2. Here, a1 satisfies 0 < a1 < 1,

and it guarantees each physical server provides CPU cores

for standby VMs after any single failure in the SN. a2 also

satisfies 0 < a2 < 1, and it ensures that each physical link

carries fail-over traffic after a failure in the SN.

C. Modeling Recovery Time of a Virtual Network

On the basis of the hypothesis in Section II, we present

a model for recovery time periods of the ith VN, i.e., T i
v ,

T i
w, and T i

e , after failures of the physical server v, physical

switch w, and physical link e in Equations (2), (3) and (4).

As explained in Section III-A, a VM and a link in the VN

are mapped onto a physical server and a physical path in the

SN, respectively. In this type of data center network, when a

failure occurs in a physical switch/link and disrupts the VN

links mapped onto the switch/link, recovery of the physical

switch/link leads to recovery of the VN links. The VN itself

does not have a capability of recovering from such failures

and relies on the recovery mechanism (e.g., equal-cost multi-

path routing) of the SN [19]. On the other hand, if a failure

occurs in a physical server and it has an impact on a VN

having VMs embedded in the server, the VN should recover

the VMs by utilizing its own failure-recovery mechanism.

In accordance with the above mechanisms, T i
w and T i

e

are approximately equal to the recovery time of the physical

switch w and physical link e, respectively. T i
w and T i

e are

thus defined as constants not influenced by how the ith VN

is embedded in physical switch w and link e. By contrast,

T i
v depends on how complicated the ith VN becomes as a

result of the failure of physical server v. We can express the

level of complexity as the number of multiple VMs failing

simultaneously in the ith VN as a result of a failure of

Figure 3. Recovery time model of a single VN

physical server v; this number is equivalent to the number

of VMs in the ith VN that have been assigned to the

physical server v. Let mi
v denote this number. As explained

in Section II, the ith VN recovers from the failure by

performing the procedure below.

• Each of the VMs in the ith VN is paired with a

dedicated hot-standby VM in advance. When a VM

fails, the paired hot-standby VM takes over in the case

of mi
v ≤ θ, where θ is a threshold parameter.

• Redundant shared resources are set aside for cold-

standby VMs in each physical server. When a VM

in the ith VN fails, an alternative cold-standby VM

is booted to succeed it in the case of mi
v > θ.

T i
v is thus modeled as follows. In general, the service

time distribution commonly used in computer systems is an

exponential distribution (with mean μ and variance μ2) [20].

We assume that each VM’s processing time to recover from

a physical server failure also follows this distribution. T i
v

is defined as the maximum recovery time among mi
v VMs;

this recovery time is approximated as the sum of the mean

and the standard deviation time among mi
v VMs. We assume

that mi
v VMs fail coincidentally and recover independently

of each other. The expected standard deviation of the mi
v

VMs’ recovery delays is thus
√

mi
v−1
mi

v
μ. We define that the

mi
v VMs recover after a mean time μh through hot-standby

recovery in the case of mi
v ≤ θ, or after a mean time μc

through cold-standby recovery otherwise. T i
v is consequently

defined as (see Figure 3).

T i
v =

⎧⎨
⎩
(
1 +

√
mi

v−1
mi

v

)
μh (mi

v ≤ θ)(
1 +

√
mi

v−1
mi

v

)
μc (mi

v > θ)
(11)

As explained above, if more than θ VMs in the VN

are assigned to a physical server, these VMs will recover

through cold-standby recovery. Because the VN has to

prioritize its fault tolerance and needs to shorten the recovery

time of the VMs, the following constraint is added to those
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in Section III-B and used in the evaluations in Section V.

Subject to: ∑
n∈Ni

xi
nv ≤ θ, ∀i∈I, ∀v∈V (12)

Constraint (12) prohibits the VN from assigning more than

θ VMs to a physical server, thereby ensuring that the VMs

will recover only through hot-standby recovery.

IV. ALGORITHM FOR VIRTUAL NETWORK ALLOCATION

The VN allocation problem explained in Section III-B

is a sort of VN embedding problem [2], which reduces to

an multi-way separator problem that is NP-hard to solve

optimally [21]. We thus propose a heuristic approach to

solve it. The heuristic is composed of a two-stage allocation

procedure. Upon receiving a tenant system request, a VN

is initially allocated according to a Greedy Algorithm [22].

Then, the initial allocation is refined by a Tabu search [23].

The first stage utilizes the fact that a physical server

connected to an external network (called a gateway server)

allocates its resources only to a VM connected to the

external network (called a gateway VM) (see Figure 2). We

thereby begin by assigning a gateway VM to a corresponding

gateway server. A link connecting an assigned VM and an

unassigned VM is then iteratively mapped so as to minimize

Objective (1), until all of the VMs and the links in the VN

are assigned. The second stage repeatedly moves each of

the assigned VMs in the VN to another physical server to

find a better assignment in the neighborhood of the current

placement, until all possible assignments are checked or the

number of VM replacements is above a threshold. These two

algorithms try to assign a shorter physical path to a logical

link in the VN in order to reduce the bandwidth consumed

in the core of the SN.

V. EVALUATION

Here, we describe the trade-off between the fault-tolerance

and the SN resource usage.

A. Multi-Tenant Data Center Network for Evaluation

A VN was configured to have an active-active topology

for a mission-critical application; half of this VN topology is

shown in the upper left of Figure 2. Each node in half of the

VN was paired with a dedicated node in the other half for

the purpose of hot-standby recovery. Corresponding to the

VN topology, the SN components (i.e., gateway servers, core

switches, Top-of-Rack (ToR) switches, and physical servers

in each rack shown in lower left of Figure 2) were divided

into two symmetrical parts. Both halves of the SN allocated

their resources to corresponding halves of the VN. As both

allocations were exactly the same, we will only explain half

of the allocations.

The SN had a two-level fat-tree topology configured as an

non-oversubscribed network (see Figure 2). The SN used a

Table I
FAILURE RATE (IN FAILURES PER YEAR) OF SN COMPONENTS

Dv 2.53 [25], 3, 6 [26]
Dw 0.005 - 0.111 [15], 0.055 - 0.073 [24]
De 0.054, 0.095 [15], 0.073 [26]

32-port switch for both the ToR and core switches; this SN

thereby consisted of 8 core switches, 16 ToR switches, and

120 physical servers in its maximum configuration. Each

rack included a ToR switch and 8 physical servers. The

number of CPU cores in each physical server, Rv , was 32,

and the bandwidth of each link, Se, was 1.0 × 1010 bit/s.

a1 in Constraint (9) and a2 in Constraint (10) were set to

0.9 and 0.5, respectively; these values were determined by

considering fail-over after any single physical failure. Under

the above settings, 3,360 CPU cores were made available for

allocation.

The VN was modeled after the traditional three-tier web

serving architecture illustrated in the upper left of Figure 2.

To make the VN model simple, the numbers of web servers

and application (AP)/database (DB) servers in the VN were

set to the same value; each number followed a truncated

normal distribution with mean 5, standard deviation 3 and

lower limit 2. Under these settings, each VN had 5.8 web

and AP/DB servers and a total of 15.7 VMs (except for

the gateway VM) on average. The traffic flow was defined

per path routed through a pair of web and AP/DB servers

and had an average bandwidth of 3.0 × 107 bit/s. Average

bandwidth for accessing the services offered by these servers

in the VN from an external network, Ci, was thereby 1.7×
108 bit/s. Moreover, the number of CPU cores required by

each VM, rin, was set to 1. The hot-standby recovery time

of a VM, μh, was set to 4 s, and the cold-standby recovery

time, μc, was set to 60 s.

There have been several studies on network failures [15],

[24]–[26]. Table I summarizes the failure rate (in failures per

device per year) of a single physical server, Dv , that of a

single physical switch, Dw, and that of a single physical link,

De, and their source references. Note that the higher failure

rate of Dv is due to software-related errors of the operating

systems and hypervisors [25], [26]. In our evaluations, Dv

was set to 4, and Dw and De were neglected because they

are much smaller than Dv . Objective (1) thus depended on

the first term alone.

B. Evaluation Results

To evaluate Objective (1), the fault-recovery time is given

by Equation (11), in which the threshold θ must take various

values from 1 to 32 depending on many factors such as

processes, configurations, software implementations of VMs

in the VN. Here, the maximum value, 32, was set to be equal

to Rv/r
i
n. In actual operations, it is difficult to define the

value of θ in advance. We therefore initially chose a value
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(a) Assignment of VMs

(b) Assignment of links

Figure 4. VN assignment

of θ, θs, and allocated VNs so as to minimize Objective (1)

by using θs. Then, we evaluated the allocation for various

values of θ. Note that horizontal positions of the plots in this

section have been adjusted to keep the error bars visible.

1) Overview of a VN Mapping: Figure 4 shows the

overview for the VN assignment, where the identifiers on

the horizontal axis are sorted in descending order and each

marker specifies the mean and each error bar specifies the

5% and 95% values for all VN allocations. When θs was

set to 32, almost all of the VMs in the VN, except for the

gateway VM, were consolidated in a single physical server.

Most of the links in the VN were virtually assigned within

the physical server and did not occupy the bandwidth of the

physical links. In contrast, when θs was set to 1, each VM

was mapped onto an individual physical server, and each

link was mapped onto a physical link between two physical

servers. As θs became smaller, the VMs became distributed

to more physical servers due to Constraint (12), and thereby,

more bandwidth of the physical links became occupied. The

recovery time T i
v was assumed to increase drastically due to

simultaneous failures of more than θs VMs. This resulted in

mapping θs or less VMs in the VN onto a single physical

server. As explained above, the value of θs determines the

shape of the VN; i.e., it determines whether the VN is one

with VMs and logical links scattered across many physical

servers and physical links, or one consolidating all VMs and

links in a few physical servers.
2) Trade-Off between Fault Tolerance and Physical Band-

width Consumption: In order to evaluate the relationship

between the shape and fault tolerance of the VN, we

analyzed how the optimized Objective (1) changed with θs,

as well as θ. Figure 5(a) shows the average traffic amount

in the VN lost by a physical failure (bit per failure per VN),

which corresponds to T i
v

∑
f∈Fi

Xi
fvc

i
f in Eq. (2). If θs was

set to 1, the traffic amount was the smallest (2.7 × 108

bit) for any θ. Because the VMs were each distributed to

an individual physical server, the traffic flows spread across

many physical servers so as to minimize the traffic amount

lost by one failure of a physical server. As θs increased, the

traffic amount increased, as a result of consolidating more

VMs and thereby flowing more traffic into a single physical

server. Although the traffic amount lost by a failure was also

smaller (less than 109 bit) for θ ≥ θs at that time, it increased

significantly (around 1010 bit) for θ < θs (resulting from

cold-standby recovery). When θs was set to the maximum

value of 32, the traffic amount reached the maximum for any

θ, except for θ = θs. Figure 5(b) shows the average failure

rate of the VN, which corresponds to
∑

v∈V Dv

∑
f∈Fi

Xi
fv

related to Eq. (2). This failure rate decreased from 2.0×10−6

to 2.4 × 10−7, when θs was set to a large value and more

VMs and traffic flows in a VN were concentrated in fewer

physical servers.
The average bandwidth lost by a physical failure in the

VN, Bi in Objective (1), (Figure 5(c)) was affected by both

the traffic amount lost by a physical failure and the failure

rate. When θs was set to 1 and each VM was distributed

to an individual physical server, the average Bi was nearly

the minimum (5.3 × 102 bit/s per VN) for any θ. This is

because each VM used hot-standby recovery even though

the failure rate of the VN was high. When θs became large

and VMs were consolidated in fewer physical servers, the

average Bi slightly decreased, as long as θ ≥ θs. This

is because the decrease in the VN failure rate had more

influence than the increase in the traffic amount lost by

a physical failure. However, if θ was smaller than θs, the

average Bi significantly increased to around 6.0× 103 bit/s

per VN because each VM used cold-standby recovery. When

θs was set to a large value like 32, all the VMs in the VN

were concentrated in a single physical server and the failure

rate of the VN decreased. In this case, cold-standby recovery

was applied unless θ ≥ θs. As a result, the average Bi

reached the maximum value for any θ other than θ ≥ θs
In order to describe the influence of the VN’s shape on

the requirements for the SN, we analyzed how θs changed

the bandwidth used by each VN outside the physical servers

(Figure 6). When θs was set to 1 and most of the logical

links in the VN were mapped to physical links between
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(a) Traffic amount lost by a physical failure

(b) Failure rate

(c) Loss of bandwidth

Figure 5. Fault tolerance of each VN

and within racks, both the average consumed bandwidth be-

tween servers and that between racks reached the maximum

(between servers: 1.0 × 109 bit/s per VN, between racks:

4.2 × 108 bit/s per VN). As θs increased and more logical

links were consolidated in a physical server, both bandwidths

became smaller. The smallest bandwidth between racks

(about 2.0 × 108 bit/s per VN) was when θs was 4; here,

the VN had almost no inter-rack traffic flows other than the

one coming through the gateway. In this case, almost all

Figure 6. Physical bandwidth consumed by each VN

of the logical links were mapped onto the physical links

between the physical servers and ToR switches. The traffic

flows from a VM went to and back from the ToR switch in

a rack and were not forwarded outside the rack. Moreover,

when θs was set to the maximum, 32, all of the logical links

except for the one connected to the gateway were embedded

in a few physical servers; this minimized both bandwidths.

3) VN Allocation Policy Derived from the Results:
As shown in Figures 5(c) and 6, the risk of bandwidth

loss in each VN caused by a physical failure increases

with θs and the bandwidth consumed by the VN’s usual

traffic flows decreases with θs. We should consider which

θs is applicable to actual operations. Although we must

reduce the risk of significant service disruptions caused by

multiple simultaneous failures in the VN, the excess capacity

required for fault tolerance should be kept as low as possible.

One of the best approaches is therefore to minimize the

bandwidth loss of the VN resulting from sharing physical

resources while avoiding holding too many redundant core

switches. This state is called Pareto optimality [27]. Under

our evaluation settings, this was achieved when θs was 4.

VI. CONCLUSION

We described the fault tolerance of each VN in an IaaS

type of data center, focusing on the situation of multiple

simultaneous failures in each VN caused by a single physical

failure. Through numerical evaluations based on our hypoth-

esis about the VN recovery time, we found the following

results. We set the average bandwidth of 1.7× 108 bit/s for

accessing the services offered on each VN in advance. When

each of the VMs in the VN was mapped to an individual

physical server, the bandwidth loss fell to 5.3 × 102 bit/s

per VN but the required bandwidth between physical servers

increased to 1.0× 109 bit/s per VN. The trade-off between

the bandwidth loss and the required bandwidth was balanced

by assigning every four VMs in the VN to a physical server,

by which the required bandwidth of the outside racks was

minimized (about 2.0× 108 bit/s per VN). This solution is
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coincident with a one-rack type of product offering for data

centers; this product is delivered as a pre-configured single

rack or multiple racks including physical servers, network

switches, and virtualization software (e.g., [28]). This paper

dealt with a single data center alone. The resource cost

and performance would be different in an environment of

multiple data centers and wide-area networks (WANs). In the

future, we would therefore like to investigate VN allocation

over WANs.
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