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A Distributed Mechanism for Probing Overlay Path Bandwidth
Using Local Information Exchange
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SUMMARY Available bandwidth, along with latency and packet loss
rate, is an essential metric for the efficient operation of overlay network
applications. However, the measurement of available bandwidth creates a
larger traffic overhead than other metrics. Measurement conflicts on route-
overlapping paths can also seriously degrade measurement accuracy and
cause a non-negligible increase in the network load. In this paper, we pro-
pose a distributed method for measuring the available bandwidth in overlay
networks that can reduce measurement conflicts while maintaining high
measurement accuracy at low cost. Our main idea is that neighboring over-
lay nodes exchange route information to detect overlapping paths and share
the measurement results of overlapping paths to configure parameter set-
tings for available bandwidth measurements. Our simulation results show
that the relative errors in the measurement results of our method are ap-
proximately only 65% of those of the existing method. The measurement
accuracy of our method remains better than that of the existing method
when the total measurement traffic loads of both methods are equal.
key words: overlay networks, network measurement, measurement con-
flict, distributed measurement method, information exchange

1. Introduction

The estimation of available bandwidth is crucial for many
overlay network applications. For example, available band-
width information allows the construction of an efficient
overlay topology for video on demand [1] and peer-assisted
streaming [2].

However, in general, measuring available bandwidth in
overlay networks is expensive, not only because of the huge
amount of pair-wise measurements but also because of the
large traffic load of each measurement. In particular, for
an overlay network that contains n overlay nodes, the num-
ber of pair-wise measurements is O(n2), which is unaccept-
able in large-scale overlay networks. Furthermore, the traf-
fic load of each measurement of the available bandwidth is
much larger than that of measurement of other metrics, such
as latency or packet loss rate. This is because latency or
packet loss rate can be measured by such lightweight tools
as ping, while measuring the available bandwidth requires
more complicated and costly mechanisms. For example, for
Pathload [3], [4], which is one of the most accurate tools for
measuring end-to-end available bandwidth, groups of packet
streams called packet fleets are sent at various rates within
a large range that contains the real value of available band-
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width. The traffic load of one Pathload measurement is very
large and can reach 10 MB, based on one study [5]. How-
ever, most existing solutions focus on decreasing the number
of pair-wise measurements [6]–[10] rather than reducing the
traffic load of each measurement.

Another measurement issue in overlay networks is
measurement conflict, which degrades measurement accu-
racy. This problem occurs when measurement tasks of over-
lapping paths are performed simultaneously. Previous stud-
ies have addressed this problem, and algorithms for avoiding
concurrent measurements of overlapping paths have been
proposed [11]–[13]. However, in these methods, although
measurement conflicts can be avoided completely, measure-
ment frequency is small, which leads to inaccurate measure-
ment results [14]. Furthermore, the concurrent measure-
ments of overlapping paths do not always cause conflict, de-
pending on the mechanism of the measurement tools. For
example, in the case of Pathload, because the interval be-
tween two consecutive packet streams is set to a value not
smaller than one RTT, if the sending time of one packet
stream is smaller than one RTT, the probability that a con-
flict occurs is smaller than that of non-conflict.

In a previous study [14], we proposed a distributed
method for measuring additive metrics such as latency or
packet loss rate, that can reduce measurement conflict and
improve measurement accuracy. In this method, overlay
nodes exchange route information to detect overlapping
paths. Based on the overlapping state, the measurement fre-
quency and timing of each path are determined to reduce
the measurement conflict. Overlay nodes then exchange the
measurement results of the overlapping parts to improve the
measurement accuracy of these parts and improve the mea-
surement accuracy of the whole path. However, we cannot
apply this method when the metric is bandwidth-related in-
formation such as available bandwidth or throughput, be-
cause the measurement results of the overlapping parts can-
not be obtained.

In this paper, we propose a distributed method for mea-
suring the available bandwidth that can also reduce the mea-
surement conflict while decreasing the traffic load of each
measurement. Even though we use the same mechanism
as a previous study [14] to detect the overlapping paths,
we introduce a novel method that determines the measure-
ment frequencies and timings to better measure the avail-
able bandwidth. To obtain accurate measurement results,
we adopt some mechanisms similar to induced-congestion-
based end-to-end available bandwidth tools such as Pathload
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or pathChirp [15] for measuring end-to-end available band-
width. To reduce the measurement traffic load, the overlay
nodes exchange the measurement results of the overlapping
paths to calculate the parameters for each measurement.

We make the following contributions in this paper:

• We propose an algorithm that determines the measure-
ment frequencies and timings of the overlapping paths
to reduce measurement conflicts.

• We propose a method for calculating the parameters of
each measurement to reduce the measurement traffic
load.

• We evaluate our method and compare it with a previous
method [12] by simulations with both generated and
real Internet topologies.

From the simulation results, we reach the following conclu-
sions:

• The relative errors in the measurement results of our
method are approximately only 65% of those of the
previous method [12].

• The measurement accuracy of our method is still better
than that of the method in [12] when the total measure-
ment traffic loads of both methods are equal.

The rest of this paper is organized as follows. Sec-
tion 2 describes related work. Definitions related to overlay
networks are presented in Sect. 3. In Sect. 4, we explain our
method that reduces measurement conflicts while decreas-
ing the traffic load of each measurement. We evaluate our
method in Sect. 5 and conclude this paper in Sect. 6.

2. Related Work

Measuring end-to-end available bandwidth has been exten-
sively studied, and many measurement tools have been pro-
posed so far. These tools can be mainly divided into two
categories: Probe Gap Model (PGM) tools, e.g., IGI [16]
and Spruce [5], and Probe Rate Model (PRM) tools, e.g.,
Pathload and pathChirp. PGM tools set an initial time gap
between consecutive probing packets at the sender and ob-
serve the changes of the time gaps at the receiver to infer
the cross traffic rate. They then subtract the cross traffic rate
from the physical capacity of the bottleneck link to obtain
the available bandwidth. IGI finds an initial time gap that
makes the queue of the bottleneck link full but not over-
flowed, while Spruce sets the initial time gap to the bottle-
neck link transmission time of a 1500 Byte packet. PRM
tools rely on the idea of induced congestion: the delays of
packets in a stream show an increasing trend when the prob-
ing rate exceeds the available bandwidth. These tools send
packet streams at various rates within a large range, called
search range, that contains the real value of available band-
width, and try to determine the rate at which the delays of
the probe packets start increasing. This rate is an estimation
of the available bandwidth. Pathload uses periodic packet
streams, while pathChirp exponentially increases the prob-
ing rate within one stream. A hybrid method that combines

the algorithms of pathChirp and IGI is introduced in [17].
In general, PRM tools are more accurate but also more in-
trusive than PGM tools [18]. In this paper, to obtain accu-
rate measurement results, we use PRM tools to measure the
end-to-end available bandwidth. However, because the de-
fault configurations of these tools make them intrusive, we
propose methods for configuring the search range of each
measurement to reduce the measurement traffic load. The
idea of setting the search range is also proposed in [17]. In
contrast to our method, in which we try to estimate a search
range that is near the real value of available bandwidth, the
search range in [17] is generally large and does not approx-
imate the real value of available bandwidth.

Many solutions have been proposed for effectively
measuring the available bandwidth in overlay networks, and
most focus on decreasing the number of pair-wise measure-
ments from the O(n2) traffic load of full-mesh measurements
[6]–[10]. The method in [6] selects and measures only some
paths that cover all the links of the paths between the over-
lay nodes and bases on these results to roughly estimate the
results of remaining paths. The measurement traffic load
is reduced to O(n log n), but the accuracy of the measure-
ment results obtained by this technique is not high. BRoute
[7] relies on two characteristics of overlay networks con-
structed over the Internet: (1) bottleneck links exist from
both ends of the overlay path in roughly four hops or less,
and (2) path overlaps often exist near both ends of the over-
lay path. Therefore, the available bandwidth of a segment
near both ends of each overlay path can be used to get the
available bandwidth of the entire path, which greatly re-
duces the measurement traffic load. However, this technique
requires BGP routing information in advance to infer the
AS-level paths between end hosts. Currently proposed so-
lutions [8]–[10] rely on the observation that the measure-
ment of available bandwidth can be approximately embed-
ded to metric spaces, and thus it can be estimated using the
concept of distance in metric space. In [8], the available
bandwidth between two arbitrary nodes is calculated based
on the measurement results of the incoming and outgoing
paths between these nodes and predetermined hosts called
landmarks. Sequoia [9] embeds nodes in the leaves of a
weighted tree and uses the distances in it to estimate the
available bandwidth. Another method, which is a decen-
tralized version of Sequoia, reduces the number of measure-
ments [10]. Although these methods show better results than
previous coordinate-based solutions [19], [20], their mea-
surement accuracy remains insufficient because embedding
the measurement of available bandwidth to a metric space is
only approximately justified by some real Internet datasets.
We take a contrasting approach to the existing solutions [6]–
[10] and focus on decreasing the traffic load of each mea-
surement. Our approach not only reduces the total measure-
ment traffic load but also helps mitigate the measurement
conflict.

The measurement accuracy can be evaluated by the rel-
ative error of measurement results, which is defined as fol-
lows. Assume that we must aggregate measurement results
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of a path at a predetermined period of time. Denote Āmeas as
the average of the measurement results, and Ā as the average
of the available bandwidth in that period. Then the relative
error is defined as

e =
|Āmeas − Ā|

Ā
. (1)

Because of the presence of cross traffic at multiple links of
the path, the available bandwidth of the path fluctuates with
time. In the case of large fluctuation of available bandwidth,
the average value Āmeas of a small number of measurement
results, even if highly accurate, may be far different from Ā,
meaning that the measurement accuracy is low. In general,
the more measurement results are obtained, the more Āmeas

gets closer to Ā. Therefore, we must obtain as many ac-
curate measurement results as possible to improve measure-
ment accuracy. Since the accuracy of each measurement can
be seriously affected by the conflicts between the concur-
rent measurements of overlapping paths [11], we should re-
duce the measurement conflict while maintaining high mea-
surement frequency. However, existing solutions [11]–[13]
focus on avoiding the measurement conflict by sacrificing
measurement frequency. The main idea of these studies
is that they use heuristic algorithms from graph theory to
schedule the measurement timings of the paths so that the
overlapping paths are measured at different timings. Al-
though measurement conflicts can be completely avoided,
the measurement frequencies are limited, and so the mea-
surement accuracy is not high. Furthermore, the concur-
rent measurements of overlapping paths do not always cause
measurement conflict; the probability that conflicts occur
depends on the mechanism of the measurement tool and
may be small in some cases. In particular, for such tools
as Pathload or pathChirp [15], to obtain accurate results,
many packet streams are redundantly sent, and the interval
between packets is carefully calculated. Thus the number
of packets that experience conflict may be so small that the
measurement results are not affected. Our method does not
completely avoid concurrent measurements of overlapping
paths, as in previous solutions [11]–[13]; instead it reduces
them while maintaining high measurement frequency to im-
prove measurement accuracy. Furthermore, our method is a
completely distributed method, in which each overlay node
exchanges route information with neighbor nodes to detect
path overlaps and determine measurement timings for the
paths starting from itself. On the other hand, the methods
in [11]–[13] are centralized methods, which use a controller
to gather the route information of all paths and schedule the
measurements for each path. Thus, the methods in [11]–[13]
must deal with the problem of synchronizing the timers at all
overlay nodes to start and stop measurements exactly at the
timings scheduled by the controller. This is not the problem
in our method, because each overlay node starts and stops
measurements by itself.

In [14], we proposed a method for measuring such ad-
ditive metrics as latency or packet loss rate that improve
the measurement accuracy utilizing measurement exchanges

between overlay nodes. The method contains three parts:

• an algorithm for detecting overlapping paths,
• an algorithm for determining the measurement timings

that reduce measurement conflicts while maintaining
high measurement frequency,

• and an algorithm for exchanging the measurement re-
sults to improve the measurement accuracy.

In this paper, we only use the same algorithm for detect-
ing overlapping paths, but propose two new algorithms for
determining the measurement timings and exchanging the
measurement results. This is because the two algorithms in
[14] can only be applied for additive metrics; they cannot be
applied for such bandwidth-related information as available
bandwidth or throughput for the following two reasons.

First, in [14], the source nodes of the overlapping paths
exchange the measurement results of the overlapping parts
to improve their measurement accuracy and consequently
improve the measurement accuracy of the whole path. How-
ever, when the metric is bandwidth-related information, we
cannot obtain the measurement results of the overlapping
parts. In this paper, we propose a method for exchanging
the measurement results of the whole path and the related
information. Furthermore, because the measurement results
of overlapping paths are equal only when these paths have
the same bottleneck links, we cannot use such data to di-
rectly improve the measurement accuracy. We instead use
them to configure parameters for each measurement to re-
duce the measurement time and traffic load. This not only
reduces the total measurement traffic load but also mitigates
measurement conflicts, indirectly improving the measure-
ment accuracy.

Second, in [14], because the measurement results of
one path can be used directly to improve the measurement
accuracy of its overlapping paths, the number of measure-
ments and measurement timings of each path can be roughly
determined, as long as the total number of the measurements
of these overlapping paths is maintained. However, in this
paper, as explained above, because the measurement results
of one path cannot be used directly for improving the mea-
surement accuracy of its overlapping paths, the number of
measurements and the measurement timings of each path
must be determined more strictly. We thus propose a novel
method for this end.

3. Network Model and Definitions

In this paper, we define an overlay network as a logical net-
work constructed on an under-layer IP network. In over-
lay networks, overlay nodes are often installed on end hosts
as an application program. In this case, both routing and
traffic control at the overlay level are conducted at the end
hosts, and such controls cannot be activated inside the net-
work. On the other hand, the overlay routing inside the net-
work becomes possible by installing overlay nodes on the
routers in the network. This installation can be done in the
networks that support configurations at the application level
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in the routers. If the network supports such techniques as
network virtualization [21] and software defined networks
[22], which enable the settings of all network components at
some devices called controllers, this installation can be fur-
ther simplified. In this paper, to realize efficient routing con-
trol by overlay networks, we consider an overlay network in
which the overlay nodes are deployed on both routers and
end hosts.

We call an under-layer IP network an underlay net-
work and consider an underlay network with m end hosts
or routers, denoted by Ri (i = 1, ...,m). For simplicity, we
call an end host or router an underlay node. Suppose that
n (n ≤ m) overlay nodes are deployed on n different under-
lay nodes. We denote the overlay nodes as Oi (i = 1, ..., n).
Density σ of the overlay nodes is defined as the ratio of the
number of overlay nodes to the number of underlay nodes,
i.e., σ = n/m. Figure 1 shows an example of an underlay
network and the overlay network constructed on it. The gray
arrows show the overlay paths, and the black arrows illus-
trate the underlay paths of the corresponding overlay paths.
We assume the shortest path algorithm for routing in the un-
derlay network and denote the underlay path between under-
lay nodes Ri and Rj as RiRj. For path RiRj, Ri is the source
node, and Rj is the destination node of the path. If different
paths RiRj and RsRt share at least one link, RiRj and RsRt

overlap each other, or RiRj (RsRt) is an overlapping path of
RsRt (RiRj). We define a route from Ri to Rj as a sequence
of underlay nodes that construct an underlay path from Ri to
Rj.

As in previous work [14], we classify the overlapping
states into the following three types:

• Complete overlapping: One path completely includes
another path. The path that includes the other is called
the longer path, and the other path is called the shorter
path.

• Half overlapping: Two paths share a route from the
source node to a router that is not an overlay node.

• Partial overlapping: Two paths share a route that does
not include the source node.

For example, in Fig. 1, path O1O3 is a complete over-
lapping path of O1O6. Paths O1O2 and O1O4 have a half

Fig. 1 Example of overlay network and path overlapping.

overlapping relation. Path O1O4 is a partial overlapping path
of O2O5.

4. Proposed Method

4.1 Overview

Our solution is built in a completely distributed fashion, in
which each overlay node measures the paths starting from it-
self, based on the information it exchanges with neighboring
overlay nodes. The measurement procedure of each overlay
node includes the following three phases:

• Detection phase of path overlaps
The overlay nodes detect path overlaps using a previ-
ously described method [14].

• Calculation phase of measurement timings
The measurement frequencies and timings in a pre-
determined duration are calculated based on the path-
overlapping status.

• Measurement phase
At each measurement timing in the predetermined du-
ration, the overlay node calculates the parameters of the
end-to-end measurement using the previous measure-
ment results received from other nodes. The measure-
ment is performed or omitted based on the calculation
results. The overlay node then sends the measurement
results and related information to the neighboring over-
lay nodes.

Figure 2 illustrates the relationships among the three
phases. We call a duration that contains one calculation
phase of measurement timings and one measurement phase
an aggregation period. The aggregation period is deter-
mined by the user of the proposed method. It can be set
to the period that the user requires the information of avail-
able bandwidth. Because the change in the routing infor-
mation of the underlay network is generally less frequent
than the change in the measurement results, the interval be-
tween two successive detection phases of path overlaps is
larger than an aggregation period. We call this a topology
detection interval. In general cases, the lengths of the detec-
tion phase of the path overlaps and the calculation phase of
the measurement timings are much smaller than that of the
measurement phase. This is because the overheads of the ex-
changing path information and the calculating measurement
timings are very small compared to that of the measurements
[14]. Therefore, we ignore the time of the detection phase of

Fig. 2 Measurement procedure.



DINH et al.: A DISTRIBUTED MECHANISM FOR PROBING OVERLAY PATH BANDWIDTH USING LOCAL INFORMATION EXCHANGE
985

the path overlaps and the calculation phase of the measure-
ment timings and only consider the time of the measurement
phase when calculating the measurement frequencies.

4.2 Detection Phase of Path Overlaps

We use a previous method [14] for detecting complete, half,
and partial overlapping paths on overlay networks. In partic-
ular, arbitrary overlay node Oi can detect complete and half
overlapping paths of path OiOj by issuing traceroute to
all the other nodes. To detect the partial overlapping paths of
OiOj, Oi first utilizes the overlapping status of the half over-
lapping paths to find the candidates of partial overlapping
paths and then exchanges the routing information with the
source nodes of the candidates to determine their overlap-
ping states. For example, in Fig. 1, we infer that path O2O5

is a partial overlapping path of O1O4, because the length of
the overlapping part of O1O4 and O1O2 is smaller than the
length of the overlapping part of O1O4 and O1O5. O1 then
exchanges routing information with O2 to confirm whether
O2O5 is actually a partial overlapping path of O1O4. Our
simulation results show that our method can detect about
90% of the partial overlapping paths with relatively small
overhead [14].

4.3 Calculation Phase of Measurement Timings

We propose a method for calculating the measurement tim-
ings of the paths that can reduce measurement conflicts
while maintaining high frequencies to improve measure-
ment accuracy. Our method utilizes the overlapping status
of the paths.

For complete overlapping paths, to avoid measurement
conflict, we only measure the shorter path; the longer path
is not directly measured, and its measurement result is esti-
mated based on the measurement results of the shorter paths
included in it [14].

We explain the method for half and partial overlapping
paths as follows. Consider path OiOj that has half and par-
tial overlapping paths (Fig. 3). We denote the number of half
overlapping paths of OiOj as (Gi, j − 1) (Gi, j ≥ 1). For sim-
plicity, we rewrite Gi, j as G. We denote path OiOj as path 1,
and each of its half overlapping paths as path p (2 ≤ p ≤ G).
We also assume that path p (1 ≤ p ≤ G) has (Kp − 1) partial
overlapping paths (Kp ≥ 1).

Overlay node Oi can avoid the measurement conflicts
among half overlapping paths 1, 2, ... and G simply by
measuring them sequentially. On the other hand, because
the source nodes of the partial overlapping paths of path p
are different, measurement conflicts between them cannot
be completely avoided. Therefore, we propose a technique
that combines a sequential measurement for half overlap-
ping paths and a random measurement for partial overlap-
ping paths. We set the time required to measure a single
path to a predetermined parameter τ. We divide each aggre-
gation period into T (T ≥ 1) measurement time slots, whose
length is τ. We denote the measurement times of path p at

Fig. 3 Example for explaining the proposed measurement method.

an aggregation period as hp (hp ≤ T ) and calculate hp as
follows.

We introduce βp as a value that reflects the variabil-
ity of the measurement results of path p at an aggregation
period. Note that the method to determine βp is beyond the
scope of this paper. For example, βp can be calculated based
on the statistics of the measurement results or using a pre-
vious method [23]. We set measurement times hp propor-
tional to βp for all paths, i.e., h1/β1 = h2/β2 = ... = hG/βG.
To avoid measurement conflicts between half overlapping
paths, the sum of their measurement times should be equal

to or less than T :
G∑

p=1
hp ≤ T . We have hp ≤ Tβp/(

G∑
s=1

βs).

To reduce the measurement conflicts between path p
and its (Kp − 1) partial overlapping paths, we set the mea-
surement times of path p to a value equal to or less than
T/Kp, i.e., hp ≤ T/Kp. In addition, we keep the mea-
surement times as large as possible to obtain as many
measurement results as possible. Therefore, we set hp =

min{Tβp/(
G∑

s=1
βs), T/Kp}.

Algorithm 1 Method for allocating measurement timings
1: function AllocMeasTime()
2: for p = 1 to G do
3: Set c (c ≤ T ) as the number of slots that have not been allocated to

any path
4: Divide these c slots into hp groups, so that each group contains c/hp

continuous slots
5: Randomly choose one slot from each group and allocate it for path p
6: end for
7: end function

However, the measurement times of path p should be
large enough to avoid serious degradation of the measure-
ment accuracy. To avoid this unexpected situation, we set
the minimum of the measurement times to parameter D
(D ≥ 2) and adjust hp so that hp ≥ D, 1 ≤ p ≤ G, and
G∑

p=1
hp ≤ T . In detail, for paths p where hp < D, we set

hp = D. As a result,
G∑

p=1
hp increases and may exceed T . In
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that case, for paths p where hp > D, we reduce hp one by

one until
G∑

p=1
hp = T while keeping hp ≥ D. Note that if we

set the aggregation period large enough, that is, when we set
T ≥ D(n − 1), because G ≤ n − 1, the above adjustment of
hp can be satisfied.

Next, we explain our method for randomly deciding
the measurement timings of path p so that the measurement
times of path p become hp. The main idea of our method is
that we divide T measurement time slots of an aggregation
period into hp groups and randomly choose one slot from
each group to allocate for path p. Algorithm 1 shows the
details of our method.

4.4 Measurement Phase

In this section, we explain our method that sets the param-
eters for each end-to-end measurement to reduce the mea-
surement traffic load. We first present the method in the
case that end-to-end measurement tool is Pathload [3], [4].
We then briefly explain the methods for other tools such as
pathChirp [15].

4.4.1 Calculating Parameters for Available Bandwidth
Measurement

To obtain accurate measurement results, we adopt a mecha-
nism similar to Pathload for measuring the end-to-end avail-
able bandwidth. However, the default settings of parameters
in each Pathload measurement makes its traffic load very
large. Therefore, we propose a statistical method for cal-
culating these parameters to reduce the measurement traffic
load.

We first describe the mechanism of Pathload and ex-
plain why its measurement traffic load is large. Pathload re-
lies on the fact that the one-way delays of a periodic packet
stream show an increasing trend when the stream rate ex-
ceeds the available bandwidth. It first sets a large range
(AL, AU), and uses a binary search algorithm to find the
value of the available bandwidth inside this range. In detail,
at each iteration of the measurement, the source node sends
a string of packet streams called a packet fleet at the rate
A∗ = (AL + AU )/2 and checks whether there is an increasing
trend in the one-way delays to judge if the real value of the
available bandwidth is larger or smaller than the rate. If it
found that the real value of the available bandwidth is larger
than the rate, then it updates AL to A∗, while in other case,
it updates AU to A∗, and repeats the search procedure. It
stops when the width of the search range (AL, AU) is smaller
than a predetermined threshold ω, and reports (AL, AU) as
the measurement result. It is obvious that the traffic load of
each measurement depends on the width of the initial search
range. The initial value of AL is set to 0, and that of AU is set
to a large value, for example, the capacity of the path; thus
the measurement traffic load is very large [5].

To reduce the traffic load of each measurement, in
our method, overlay nodes exchange measurement results

of overlapping paths and related information to calculate a
search range (AL, AU) that is narrow and near the real value
of the available bandwidth. Our method relies on the fol-
lowing observations. First, because in general the available
bandwidth of a path varies continuously, the probability that
the most recent measurement results of the path is near the
real value of available bandwidth is high. Therefore, we
can use the most recent measurement results of a path to
estimate the search range of the next measurement of that
path. Second, because when the tight links of two overlap-
ping paths belong to their overlapping part, their measure-
ment results are equal, we can also use the most recent mea-
surement results of overlapping paths to calculate the search
range.

We explain our proposed method by describing the de-
tailed behavior for path OiOj. We first assume that path
OiOj has K partial overlapping paths (K ≥ 1), denoted as
Ous Ovs (1 ≤ s ≤ K). Oi receives the following information
from Ous (1 ≤ s ≤ K).

1. Measurement result
2. Probability that a tight link of Ous Ovs belongs to the

overlapping part of OiOj and Ous Ovs .

We denote the probability that the tight link of Ous Ovs

belongs to the overlapping part of OiOj and Ous Ovs as
ΦOus Ovs ,OiOj and calculate it using a previous method [23]
as follows:

ΦOus Ovs ,OiOj =
Latency(Overlap(OiOj,Ous Ovs ))

Latency(Ous Ovs )
. (2)

Here, Overlap(OiOj,Ous Ovs ) is the overlapping part of paths
OiOj and Ous Ovs .

After receiving the above data, Oi also estimates
ΦOiOj ,Ous Ovs

, which is the probability that the tight link of
OiOj belongs to the overlapping part of OiOj and Ous Ovs .
Then it calculates αs = ΦOiOj ,Ous Ovs

ΦOus Ovs ,OiOj , which is the
probability that the tight links of OiOj and Ous Ovs belong to
the overlapping part of OiOj and Ous Ovs . That means that αs

is the probability that the measurement results of OiOj and
Ous Ovs are equal.

Oi stores its measurement results and the information
received from other nodes. It uses the stored data to calcu-
late AL and AU and discards them when it decides that these
data are no longer useful for this calculation.

We assume that at measurement timing t∗, Oi stored G
measurement results of OiOj and its half and partial overlap-
ping paths, denoted as (A1

L, A
1
U), (A2

L, A
2
U), ..., (AG

L , A
G
U). We

also denote the probabilities that these results equal the mea-
surement results of OiOj as α1, α2, ..., αG, respectively. Note
that αs (1 ≤ s ≤ G) corresponding to the measurement result
of OiOj is set to 1.

We calculate the lower bound of the 95% confidence
interval of As

L (1 ≤ s ≤ G), denoted as S ∗L, and the upper
bound of the 95% confidence interval of As

U (1 ≤ s ≤ G),
denoted as S ∗U , as follows:

S ∗L = ĀL − 1.96

√
VL

G
, S ∗U = ĀU + 1.96

√
VU

G
. (3)
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Here, ĀL, VL, ĀU , and VU are the weighted means and vari-
ances, calculated as follows:

ĀL =
G∑

s=1
βsAs

L, VL =
G∑

s=1
βsAs

L
2 − Ā2

L

ĀU =
G∑

s=1
βsAs

U , VU =
G∑

s=1
βsAs

U
2 − Ā2

U ,

(4)

where βs = αs/
G∑
w=1

αw (1 ≤ s ≤ G) is the weight of result

(As
L, A

s
U).

When the stored data of Oi contain some measurement
results of OiOj, we can infer that range (S ∗L, S

∗
U) is near the

real value of the available bandwidth and set AL = S ∗L and
AU = S ∗U . However, when they only contain measurement
results of overlapping paths of OiOj, it is possible that these
measurement results are much different from those of OiOj.
As a result, the probability that range (S ∗L, S

∗
U) is near the

real value of the available bandwidth of OiOj is small and
we can not use it as the search range. In such cases, we set
AL = 0 and AU = C0

OiOj
, where C0

OiOj
is the capacity of the

IP link of path OiOj that connects to Oi.

4.4.2 Performing Measurement

Note that when the stored data of Oi contain some measure-
ment results of OiOj, the width of range (S ∗L, S

∗
U) reflects the

variability of the available bandwidth of OiOj at the time
near t∗. Therefore, Oi decides whether it will perform or
omit the measurement of OiOj at measurement timing t∗
based on this value as follows:

• If S ∗U − S ∗L < ε, where ε is a predetermined param-
eter, we conclude that the variability of the available
bandwidth of OiOj at the time near t∗ is small and in-
fer that this trend does not change at timing t∗. This
means that (S ∗L, S

∗
U) can be approximately considered

as the measurement result at t∗. Therefore, Oi omits
a measurement at timing t∗ and uses (S ∗L, S

∗
U) as the

measurement result. This omission helps to decrease
the measurement traffic load of Oi and reduce the con-
flicts between the measurements of OiOj and its partial
overlapping paths.

• If S ∗U − S ∗L ≥ ε, Oi decides to perform a measurement
at timing t∗.

Next, we explain how Oi performs a measurement
when S ∗U − S ∗L ≥ ε. Although we infer that the real value of
the available bandwidth is near range (S ∗L, S

∗
U), we are not

sure whether the real value of available bandwidth is inside
this range. Therefore, Oi first sends probing packet streams
with rates S ∗L and S ∗U to determine if the real value of the
available bandwidth is between S ∗L and S ∗U , based on the sta-
tus of the increasing trend in the one-way delays. If the real
value of the available bandwidth does not exist between S ∗L
and S ∗U , we infer that it has changed greatly and discard the
stored measurement results because these data have become

Algorithm 2 Measurement algorithm for path OiOj

1: function MeasureOnePath()
2: //initialization
3: if stored data of Oi contain measurement results of OiO j then
4: AL ← S ∗L
5: AU ← S ∗U
6: else
7: AL ← 0
8: AU ← C0

OiO j

9: end if
10: ub f ound ← 0
11: lb f ound ← 0
12: meas time← τ
13:
14: //find a range (AL, AU ) that includes available bandwidth
15: while (ub f ound = 0 || lb f ound = 0) && (AL > 0 || AU <

C0
OiO j

) && meas time > 0 do

16: //test if AU is an upper bound of the available bandwidth
17: if ub f ound = 0 then
18: TestUB(AL , AU , lb f ound, ub f ound,meas time)
19: end if
20: //test if AL is a lower bound of the available bandwidth
21: if lb f ound = 0 && meas time > 0 then
22: TestLB(AL , AU , lb f ound, ub f ound,meas time)
23: end if
24: end while
25:
26: //measure available bandwidth between the range (AL, AU )
27: if AU − AL > ω && meas time > 0 then
28: RuntimeLimitedPathload(AL , AU ,meas time)
29: end if
30: return AL, AU

31: end function

Algorithm 3 Test of upper bound of search range
1: function TestUB(AL, AU , lb f ound, ub f ound,meas time)
2: Set current time to start time
3: Send a packet fleet with rate AU

4: if increasing trend then
5: ub f ound ← 1
6: else
7: AL ← AU

8: lb f ound ← 1
9: AU ← min(AU + (S ∗U − S ∗L)/2,C0

OiO j
)

10: end if
11: Set current time to end time
12: meas time← meas time − (end time − start time)
13: return AL, AU , lb f ound, ub f ound,meas time
14: end function

Algorithm 4 Test of lower bound of search range
1: function TestLB(AL, AU , lb f ound, ub f ound,meas time)
2: Set current time to start time
3: Send a packet fleet with rate AL

4: if non increasing trend then
5: lb f ound ← 1
6: else
7: AU ← AL

8: ub f ound ← 1
9: AL ← max(AL − (S ∗U − S ∗L)/2, 0)

10: end if
11: Set current time to end time
12: meas time← meas time − (end time − start time)
13: return AL, AU , lb f ound, ub f ound,meas time
14: end function
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unreliable. We also infer that its real value exists outside
but near range (S ∗L, S

∗
U). We then set a new search range at

a neighboring range of (S ∗L, S
∗
U) and check whether the real

value of the available bandwidth belongs to this new range.
This procedure is repeated until we find a search range that
includes the real value of the available bandwidth. We then
apply a similar algorithm with Pathload to search for the
value of the available bandwidth.

In the case of Pathload, the search procedure stops
when the width of the search range is smaller than the
threshold ω. In our proposed method, we add another termi-
nation condition for the search procedure; our search proce-
dure also stops when the measurement time exceeds τ.

Algorithms 2, 3, and 4 show the details of our method.
Procedure RuntimeLimitedPathload is a search procedure
that resembles Pathload with limited search time.

At the end of an aggregation period, the measure-
ment result of OiOj at that aggregation period is calcu-
lated as follows. Assume that during that aggregation pe-
riod, Oi obtained F measurement results of OiOj, denoted
as (A1

L, A
1
U), (A2

L, A
2
U), ..., (AF

L , A
F
U). The measurement result

of OiOj at that aggregation period is calculated by Eq. (5):

Āmeas =
1
F

F∑
s=1

As
L + As

U

2
. (5)

4.4.3 Sending Measurement Results and Related Informa-
tion

If the measurement is performed, Oi sends the result and
probabilities ΦOiOj ,Ous Ovs

to nodes Ous (1 ≤ s ≤ K). On
the other hand, if the measurement is omitted, search range
(S ∗L, S

∗
U) is not sent to other nodes, although it is used as

a measurement result of OiOj. This is because (S ∗L, S
∗
U) is

calculated based on the results of the measurements before
timing t∗, that have already been sent to other nodes. Fur-
thermore, since (S ∗L, S

∗
U) is not the result of an actual mea-

surement, it might not be near the real value of the available
bandwidth of OiOj. Therefore, not sending it to nodes Ous

(1 ≤ s ≤ K) helps to avoid degradation of the measurement
accuracy of Ous Ovs .

4.4.4 Methods for Other End-to-End Measurement Tools

Our proposed method that sets parameters for each end-
to-end measurement can be applied for other induced-
congestion-based measurement tools such as pathChirp
[15]. Similar to Pathload, pathChirp also uses several packet
streams, called chirps, to probe the available bandwidth.
However, the probing rates within a chirp increase exponen-
tially from a lower rate L to an upper rate U = Lγ(N−1),
where N is the number of packets in the chirp, and γ is the
spread factor (γ > 1). We use the same approach with the
case of Pathload to set the values of L and U. We only make
the following two changes for pathChirp.

First, in contrast to Pathload, the result of each
pathChirp measurement is a point. Suppose that Oi stored

the G measurement results of OiOj and its half and partial
overlapping paths, denoted as A1, A2, ..., AG at measurement
timing t∗, then values S ∗L and S ∗U in Eq. (3) are modified as
follows:

S ∗L = Ā − 1.96

√
V
G
, S ∗U = Ā + 1.96

√
V
G
. (6)

Here, Ā and V are the weighted means and variances, calcu-
lated as follows:

Ā =
G∑

s=1

βsA
s, V =

G∑
s=1

βsA
s2 − Ā2, (7)

where βs = αs/
G∑
w=1

αw (1 ≤ s ≤ G) is the weight of result

As. When the stored data of Oi contain some measurement
results of OiOj, we can infer that range (S ∗L, S

∗
U) is near the

real value of the available bandwidth and set L = S ∗L and
U = S ∗U .

Second, although we also infer that search range
(S ∗L, S

∗
U) is near the real value of the available bandwidth,

we do not check whether its real value is inside this range,
as in the case of Pathload. This is because pathChirp’s algo-
rithm does not include sending packet streams at a constant
rate to check whether the real value of the available band-
width is smaller or larger than that rate.

4.5 Implementation Issues

We discuss some issues that we must deal when implement-
ing the proposed method.

The method for detecting path overlaps relies on the
assumption that all of the routers on the paths between over-
lay nodes appropriately respond to traceroute. In the case
that some of the routers do not respond to traceroute, we
apply a similar method proposed in [24]. In particular, if
path OiOj contains some routers between Rs and Rt that do
not respond to traceroute, then we consider the path be-
tween Rs and Rt as a “virtual link”, and apply our proposed
method as usual.

Another issue is the problem of the asymmetric char-
acteristics of the internet architecture. First, because we use
the latency (RTT) to calculate the probability ΦOus Ovs ,OiOj in
Eq. (2), asymmetric latency may cause error in this calcu-
lation, thus leads to the incorrect estimation of the search
range. On the other hand, the asymmetric characteristics of
internet routes does not effect the detection accuracy of path
overlaps. This is because in our method, each overlay node
uses traceroute to obtain only the routing information of
the paths starting from itself to other overlay nodes, but not
the routing information of the reverse paths.

Our method adapts to arrivals and departures of over-
lay nodes as follows. If an overlay node joins or leaves
the network at the detection phase of path overlaps of an
aggregation period, our method can immediately detect the
overlapping status of the paths that start or end at the over-
lay node. These paths will be measured at the measurement
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phase of the aggregation period as other existing paths. On
the other hand, if the arrival or departure of an overlay node
occurs at the measurement phase of an aggregation period,
we simply ignore the measurement results of the paths that
start or end at the overlay node in the current aggregation
period. The new network topology will be detected in the
next detection phase of path overlaps, and the paths in the
new network topology will be measured as usual. In gen-
eral, our method benefits from the information exchange be-
tween overlay nodes, in terms of enhancing measurement
accuracy and reducing measurement traffic load. Therefore,
when an overlay node joins the network, although the num-
ber of paths that need to be measured increases, because the
volume of information exchange also increases, the mea-
surement accuracy will be improved. On the other hand, the
departure of an overlay node can cause degradation of mea-
surement accuracy.

If the time taken for aggregating routing information
from far nodes is larger than the length of detection phase
of path overlaps, some overlapping paths can not be de-
tected. This results in the reduction of measurement results
exchanged between overlay nodes. On the other hand, if
some measurement results can not be delivered at the right
aggregation period, these results are not suitable for calcu-
lating the search range. Both cases results in the degrada-
tion of measurement accuracy. In a centralized method, the
problem is serious, because far nodes must aggregate infor-
mation to one controller. However, in our method, because
the overlay node mostly exchanges information with neigh-
boring nodes, the volume of information exchange between
largely separated nodes is small, thus the problem does not
cause large error.

5. Performance Evaluation

In this section, we evaluate the performance of our pro-
posed method. We focus on evaluating how our proposed
method of local information exchange relatively improves
measurement accuracy rather than absolutely evaluating the
measurement accuracy. Therefore, we only use evaluations
based on simulations. Evaluation based on experiments in
real networks is our future work. We explain the evaluation
method in Sect. 5.1 and present our evaluation results and
discussions in Sect. 5.2.

5.1 Evaluation Method

We compared our proposed method with an existing method
[12], which we briefly explain, and make some assumptions
for comparison in Sect. 5.1.1. Because measurement con-
flict is not avoided completely in our method, we describe a
statistical model for simulating the effect of measurement
conflict on the results of the end-to-end measurement in
Sect. 5.1.2. We then explain the evaluation metrics and the
simulation settings in Sects. 5.1.3 and 5.1.4. Throughout the
simulation, we assume that Pathload is used for the end-to-
end measurement of the available bandwidth. However, we

expect the same trend in the evaluation results in the cases
of other measurement tools.

5.1.1 Existing Method [12]

In [12], the authors proposed heuristic algorithms from
graph theory to schedule different timings for the mea-
surement tasks of overlapping paths. Although measure-
ment conflicts are completely avoided, the measurement fre-
quency is greatly limited, as we show below in Sect. 5.2.
Two algorithms have been proposed for uniform and non-
uniform measurement tasks. Uniform measurement tasks
have the same running time and period, but non-uniform
measurement tasks have different running times or periods.
As explained in Sect. 4.3, the running time of all the mea-
surement tasks is set to the same value τ. To keep the mea-
surement frequency as large as possible, we set the periods
of all the measurement task to the running time. That means
that all the measurement tasks are uniform, and we apply the
corresponding algorithm to obtain the measurement timings
for each task. Because the overlay nodes do not exchange
information with each other, the search range in each end-
to-end measurement cannot be estimated, as in our proposed
method. We therefore set the search range for path OiOj to
(0,COiOj ), where COiOj is the capacity of the first IP link of
path OiOj.

5.1.2 Simulating the Effect of Measurement Conflict on
the End-to-End Measurement Result

A measurement conflict may occur when the measurements
of overlapping paths are performed concurrently. When it
occurs, we cannot determine exactly the effect it causes on
the measurement results. However, we can statistically sim-
ulate this effect based on the mechanism of end-to-end mea-
surement as follows.

As mentioned above, we adopt a mechanism similar
to Pathload for measuring the end-to-end available band-
width. In particular, at each iteration of the measurement,
the source node sends a string of packet streams (a packet
fleet) with a predetermined rate and checks whether there is
an increasing trend in the one-way delays to judge if the real
value of the available bandwidth is larger or smaller than the
rate. This judgement may become incorrect if the durations
of sending packet streams overlap with those of overlapping
paths.

We assume that at measurement timing t∗ of path OiOj,
H (H ≥ 1) overlapping paths of OiOj also perform measure-
ments. For simplicity, we denote path OiOj as path 1 and
each of these H overlapping paths as path p (2 ≤ p ≤ H+1).
For path p (1 ≤ p ≤ H + 1), the duration for sending one
packet stream is denoted as θp, and the interval between two
successive packet streams in each packet fleet is set to ψp.
πp = θp + ψp is the period of one packet stream of path p.
Set φp = θp/πp = θp/(θp +ψp), 0 < φp < 1. In general, θp is
much smaller than ψp [4], and thus φp � 1.

We calculate the probability that the duration of send-
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ing packet streams of path 1 overlaps with the durations of
sending packet streams of any path p (2 ≤ p ≤ H + 1)
as follows. During one period π1 of one packet stream of
path 1, the duration of sending packet streams of path p
(2 ≤ p ≤ H + 1) becomes tp = φpπ1. The probabil-
ity that the durations of sending packet streams of paths
1 and p overlap with each other during one period π1 is
γ = θ1/(π1 − tp) = φ1/(1 − φp). Since φp � 1, we have
γ ≈ φ1. Therefore, the probability that the duration of send-
ing packet streams of path 1 overlaps with the durations of
sending packet streams of any path p (2 ≤ p ≤ H + 1) be-
comes 1 − (1 − φ1)H .

We then simulate the effect of the measurement conflict
on the result of the end-to-end measurement of path OiOj at
measurement timing t∗ as follows. We randomly decide that
the durations of sending packet streams of path OiOj over-
laps with the durations of sending packet streams of over-
lapping paths of OiOj with probability 1− (1− φ1)H . In this
case, we randomly decide whether the sending rate is larger
or smaller than the real value of the available bandwidth.

For simplicity, we use the default settings of Pathload
[4] to set φp = 0.1 for all paths.

5.1.3 Evaluation Metrics

We compare our proposed method and the method in [12]
with the following metrics:

• Metrics related to measurement accuracy
We use the relative error of the measurement results
as a metric to evaluate the measurement accuracy of
the methods. As explained in Sect. 2, the measurement
accuracy is largely decided by the measurement fre-
quency and conflict. Therefore, we evaluate the fol-
lowing metrics:

– Relative error
The relative error is calculated by Eq. (1), where
Āmeas is the average of the measurement results
in an aggregation period, defined by Eq. (5), and
Ā is the average of the real value of the available
bandwidth in that aggregation period.

– Measurement frequency and number of measure-
ments
The measurement frequency of a path at an aggre-
gation period is calculated by:

f =
hτ
Δ
, (8)

where h is the number of measurements in that
aggregation period, τ is the duration of one mea-
surement, and Δ is the duration of that aggregation
period.

– Measurement conflict rate
The measurement conflict rate is defined as the ra-
tio of the number of measurements that experience
conflicts to the number of measurements, at one
aggregation period.

Fig. 4 Small network topology.

• Metrics related to measurement traffic load
We use the average number of packet fleets traversing
one link to evaluate the measurement traffic load.

5.1.4 Simulation Settings

The purposes of our simulations are to confirm that the pro-
posed method works properly as designed and to compare
its performance and that of the method in [12]. For the for-
mer purpose, we applied our method to the small network
topology shown in Fig. 4 and observed its detailed behavior.
For the latter purpose, we used three types of large network
topologies: the AT&T topology [25], generated topologies
based on the Barabasi-Albert (BA) [26], and the Waxman
models [27]. We generated ten topologies for each model
using the BRITE topology generator [28]. All topologies
have 523 nodes and 1304 links. We set the density of the
overlay nodes to 0.2 and randomly chose them from 523
nodes. For averaging the results, the choice of the overlay
nodes was taken 100 times for the AT&T topology and ten
times for each topology of the BA and Waxman models. For
simplicity, we assume that the capacity of all IP links in the
network is C and set C = 100 [Mbps].

We made the following assumptions about the tempo-
ral changes in the traffic amount between the overlay nodes.
Assume that cross traffic occurs at fraction α (0 < α ≤ 1)
of the paths. For the small network topology, α was set
to 0.2, and in the large network topologies, it was set to
0.02. For path OiOj where cross traffic occurs, denote its
IP links as l1, l2, ..., lr. Assume that among the paths where
cross traffic occurs, the number of paths that share the link lt
(1 ≤ t ≤ r) is bt. Set bmax = max{b1, b2, ..., br}. Furthermore,
set smax = 0.9C/bmax, smin = 0.5smax. The rate of cross traf-
fic of OiOj was then randomly chosen in range [smin, smax].
Furthermore, the intervals where traffic occurs and does not
occur were randomly chosen in range [120 s, 1200 s].

For the parameters related to end-to-end measurement,
because we adopt a method similar to Pathload, we set
the parameters based on the suggestions of the authors of
Pathload [4]. In particular, we set τ = 12 [s] and ω = 400
[kbps]. The parameter for omitting measurement ε was set
to 2ω. Minimum value D of the measurement times of one
path at an aggregation period was set to 2. For the small
network topology, we set the measurement duration to 400τ.
On the other hand, in the large network topologies, the mea-
surement duration contained ten aggregation periods, and
each aggregation period was set to 1200τ.
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Fig. 5 Measurement result in small network topologies.
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Table 1 Distribution of relative errors.

Topology AT&T BA Waxman��������Method
Relative error ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4 ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4 ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4

Existing method 56.600% 32.184% 9.576% 1.432% 50.994% 29.480% 9.542% 1.153% 33.411% 15.373% 3.418% 0.167%
Proposed method 41.999% 18.087% 3.260% 0.194% 35.472% 14.161% 2.546% 0.105% 26.841% 9.492% 1.385% 0.024%

Our simulation program was written in C language and
run on commodity Linux machines with default settings.

5.2 Evaluation Results and Discussions

5.2.1 Evaluation Results in Small Network Topologies

Figure 5 shows the measurement results of all paths in the
network in Fig. 4. The dotted lines show the real values of
the available bandwidth, the dashed bars show the search
ranges, and the thick bars show the measurement results.
Because our measurement accuracy depends on the search
range, we consider the variation of the search range to eval-
uate the effectiveness of our method. As shown in Fig. 5,
the search range varies based on the real value of the avail-
able bandwidth and tends to approach it. When its real value
changes greatly, the width of the search range is large at first,
but it gradually becomes small, and the search range quickly
approaches the real value of the available bandwidth. These
results show that our proposed method for calculating search
range is efficient for measuring available bandwidth.

5.2.2 Evaluation Results in Large Network Topologies

Measurement accuracy

Table 1 shows the distribution of the relative errors in the
measurement results in the AT&T, BA, and Waxman topolo-
gies. In particular, it shows the percentage of relative errors
in the measurement results that are not smaller than 0.05,
0.1, 0.2, and 0.4. Table 2 shows the average values of the rel-
ative errors in the measurement results. The relative errors
in the measurement results of our method are approximately
only 65% of those in the method in [12]. To explain these
results, we use the evaluation results of the average number
of measurements, the average measurement frequencies and
the average measurement conflict rates of an overlay path
during an aggregation period, shown in Tables 3, 4 and 5,
respectively. The number of measurements and measure-
ment frequency in our method are much larger than those of
the method in [12], but only about 12% of the measurements
experience conflicts. Therefore, our method’s measurement
accuracy surpasses the method in [12]. We also observe in
Tables 1 and 2 that the Waxman topology has smaller rel-
ative error than the AT&T and BA topologies for the fol-
lowing reason. From the simulation results, we found fewer
half and partial overlapping paths in the Waxman topology
than in the AT&T and BA topologies. Therefore, the mea-
surement frequency is the largest, meaning that the number
of measurements is the largest, and thus the relative error is

Table 2 Average relative errors.
��������Method

Topology
AT&T BA Waxman

Existing method 0.088 0.081 0.049
Proposed method 0.058 0.049 0.039

Table 3 Average number of measurements during an aggregation period.
��������Method

Topology
AT&T BA Waxman

Existing method 3.287 5.912 13.202
Proposed method 11.050 20.259 28.388

Table 4 Average measurement frequencies during an aggregation
period.
��������Method

Topology
AT&T BA Waxman

Existing method 2.739×10−3 4.927×10−3 11.002×10−3

Proposed method 9.208×10−3 16.883×10−3 23.657×10−3

Table 5 Average measurement conflict rates during an aggregation
period.
��������Method

Topology
AT&T BA Waxman

Existing method 0.000 0.000 0.000
Proposed method 0.141 0.107 0.119

Table 6 Average number of packet fleets traversing one link during an
aggregation period.

��������Method
Topology

AT&T BA Waxman

Existing method 634.483 510.533 828.918
Proposed method 1508.375 1374.447 1411.387

Table 7 Average number of packet fleets traversing one link at one
measurement.
��������Method

Topology
AT&T BA Waxman

Existing method 6.000 6.000 6.000
Proposed method 5.814 5.784 5.674

the smallest in the Waxman topology.

Measurement traffic load

Tables 6 and 7 show the average number of packet fleets
traversing one link during an aggregation period and the av-
erage number of packet fleets traversing one link at one mea-
surement. As shown in Table 6, in our method, the average
number of packet fleets traversing one link during an aggre-
gation period is larger than that in the method in [12]. This is



DINH et al.: A DISTRIBUTED MECHANISM FOR PROBING OVERLAY PATH BANDWIDTH USING LOCAL INFORMATION EXCHANGE
993

Table 8 Distribution of relative errors when measurement traffic loads of existing and proposed
methods are identical.

Topology AT&T BA Waxman��������Method
Relative error ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4 ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4 ≥ 0.05 ≥ 0.1 ≥ 0.2 ≥ 0.4

Existing method 56.524% 32.274% 9.7203% 1.404% 51.792% 30.487% 10.095% 1.244% 34.835% 16.453% 3.848% 0.188%
Proposed method 54.095% 28.301% 6.960% 0.621% 50.120% 26.604% 6.923% 0.534% 34.283% 13.938% 2.279% 0.048%

because the measurement frequency in our method is much
larger (Table 4). However, the average number of packet
fleets traversing one link at one measurement in our method
is smaller than that of the method in [12] for the following
reason. In the method in [12], because the search range in
each end-to-end measurement of the available bandwidth is
set to (0,C), the number of packet fleets at one measure-
ment is constant for all measurements. On the other hand,
in our proposed method, since the search range is calculated
based on the measurement results exchanged between over-
lay nodes, it is narrower and nearer the real value of the
available bandwidth than the search range in the method in
[12]. Therefore, the number of packet fleets at one mea-
surement is smaller, meaning that the traffic load of each
measurement is smaller in our proposed method.

Evaluation results with equal measurement traffic load

Next, we adjust the measurement frequencies in our pro-
posed method so that its measurement traffic loads and those
of the method in [12] are the same. Tables 8 and 9 show the
evaluation results of the relative errors in the measurement
results in the AT&T, BA, and Waxman topologies. Table 10
shows the average number of packet fleets traversing one
link during an aggregation period of the method in [12] and
our proposed method, which are almost the same, as ex-
pected. Table 11 shows the average number of packet fleets
traversing one link at one measurement of the method in
[12] and the proposed method. Even though the number of
packet fleets traversing one link at one measurement in [12]
is unchanged, that value in our proposed method is slightly
larger than before adjusting the measurement frequencies.
This is because the measurement frequency in our method
is reduced, thus the number of measurement results used for
calculating parameters of each measurement also decreases,
and the resulting search ranges are not near the real value of
available bandwidths as before adjusting the measurement
frequencies.

However, as shown in Tables 8 and 9, the measurement
accuracy of the proposed method is slightly better than that
of the method in [12]. This is because the number of mea-
surements and the measurement frequency in our method
remain larger than those of the method in [12], as shown
in Tables 12 and 13, the measurement conflict rate is small,
as shown in Table 14, and the search range in our proposed
method is narrower and nearer the real value of the available
bandwidth than the method in [12], as explained above.

Table 9 Average relative errors when measurement traffic loads of
existing and proposed methods are identical.
��������Method

Topology
AT&T BA Waxman

Existing method 0.088 0.083 0.051
Proposed method 0.077 0.073 0.046

Table 10 Average number of packet fleets traversing one link during an
aggregation period when measurement traffic loads of existing and pro-
posed methods are identical.

��������Method
Topology

AT&T BA Waxman

Existing method 655.325 527.841 822.997
Proposed method 652.432 526.810 821.838

Table 11 Average number of packet fleets traversing one link at one
measurement when measurement traffic loads of existing and proposed
methods are identical.

��������Method
Topology

AT&T BA Waxman

Existing method 6.000 6.000 6.000
Proposed method 5.875 5.867 5.730

Table 12 Average number of measurements during an aggregation pe-
riod when measurement traffic loads of existing and proposed methods are
identical.

��������Method
Topology

AT&T BA Waxman

Existing method 3.562 5.777 12.713
Proposed method 3.736 5.966 13.345

Table 13 Average measurement frequencies during an aggregation pe-
riod when measurement traffic loads of existing and proposed methods are
identical.

��������Method
Topology

AT&T BA Waxman

Existing method 2.968×10−3 4.814×10−3 10.594×10−3

Proposed method 3.113×10−3 4.972×10−3 11.121×10−3

Table 14 Average measurement conflict rates during an aggregation pe-
riod when measurement traffic loads of existing and proposed methods are
identical.

��������Method
Topology

AT&T BA Waxman

Existing method 0.000 0.000 0.000
Proposed method 0.124 0.095 0.114

6. Conclusion

In this paper, we proposed a distributed measurement
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method for available bandwidth in overlay networks that re-
duces measurement conflicts by detecting path overlaps and
then appropriately adjusting the measurement frequencies
and the measurement timings of overlay paths. We also pro-
posed a method to improve measurement accuracy while re-
ducing the traffic load of each measurement by exchanging
the measurement results among neighboring overlay nodes.
Simulation results show that the relative errors in the mea-
surement results of our method are approximately only 65%
of those of the existing method. The measurement accu-
racy of our method remains better than the existing method
when the total measurement traffic loads of both methods
are equal.
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