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Abstract

Many core chips, where a large number of cores are implemented on a single integrated

circuit chip, are being developed. Though the traditional integrated circuit chips use buses

to accommodate communication between cores, the bus can be a significant bottleneck for

many-core chips, because a large number of cores communicate simultaneously. Instead of

the bus, packet switch networks constructed on a chip, which are called network on chips

(NoCs), have been discussed. The NoC can accommodate multiple flows between cores

simultaneously. However, as the traffic rate between cores increases, the NoC consumes

more energy, which is one of the important problem in the NoC. One approach to reduction

of the energy consumption of the NoC is to establish the short cut paths. The short cut

paths reduce the number of packet switches passed by each packet, which leads to the

reduction of the number of packets processed by packet switches. Two approaches to

establishing the short cut paths have been discussed. One approach is to use the wired

path switches. The wired path switch connects its input port with one of its output

ports based on the configuration. Thus, the short cut paths between packet switches can

be established by configuring wired path switches along the route between the packet

switches. Hereafter we call these short cut paths wired paths. Another approach is to

use the wireless communication. The wireless communication modules for packet switches

in NoCs have been proposed. By using the wireless communication, the packet switches

without direct wired links can communicate with each other directly. Thus, this wireless

communication channels can be used to establish the short cut paths. Hereafter we call

the short cut paths established by using wireless communication channels wireless paths.

The existing work on the short cut paths in NoCs assume that the short cut paths are

established when starting the application. However, the cores communicating with each

other are difficult to predict before starting the application, because they may depend not

only on the application but also on the data processed by the application. In this thesis,

we propose a framework that dynamically configures the short cut paths based on the

periodically monitored traffic. In this framework, we deploy the central controller called

resource manager, which manages the resources of the path network. We also deploy
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the distributed controller called path request controller at each packet switch. The path

request controller counts the number of packets passing the switch by the destination

cores. The path request controller calculates the candidate paths from the switch which

are expected to reduce the energy consumption based on the counted number of packets,

and requests the establishment of the candidate paths. The resource manager select the

paths to be established among the requested candidates so as to maximize the expected

reduction of the energy consumption. In this thesis, we discuss two architectures based on

the proposed framework; the first one is the NoC with the wired paths, and the other one

is the NoC with wireless paths. To clarify their advantages and disadvantages, we compare

the energy consumption achieved by these architectures through numerical simulations.

The results show that the NoC with the wireless paths consumes smaller energy when

the number of cores deployed in a chip or the number of flows generated by each core is

small. However, as the number of flows generated by each core increases, the NoC with

the wireless paths cannot save the energy consumption. On the other hand, the NoC with

the wired paths can save the energy consumption up to 60 % compared with the NoC

without path switches even when 400 cores are deployed in a chip.

Keywords

Network on Chip, Energy consumption, Wired path, Wireless path, Topology
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1 Introduction

Many core chips, where a large number of cores are implemented on a single integrated

circuit chip, are being developed [1]. Though the traditional integrated circuit chips use

buses to accommodate communication between cores, the bus can be a significant bottle-

neck for many-core chips, because a large number of cores communicate simultaneously.

Instead of the bus, packet switch networks constructed on a chip, which are called network

on chips (NoCs), have been discussed[2, 3]. The NoC can accommodate multiple flows

between cores simultaneously. However, as the traffic rate between cores increases, the

NoC consumes more energy, which is one of the important problem in the NoC.

One approach to reduction of the energy consumption of the NoC is to establish the

short cut paths [4, 5]. The short cut paths reduce the number of packet switches passed

by each packet, which lead to the reduction of the number of packets processed by packet

switches. Two approaches to establishing the short cut paths have been discussed. One

approach is to use the wired path switches [6, 4, 7]. The wired path switch connects

its input port with one of its output ports based on the configuration. Thus, the short

cut paths between packet switches can be established by configuring wired path switches

along the route between the packet switches. Hereafter we call these short cut paths wired

paths. Another approach is to use the wireless communication [5, 8, 9]. The wireless

communication modules for packet switches in NoCs has been proposed [10]. By using the

wireless communication, the packet switches without direct wired links can communicate

with each other directly. Thus, these wireless communication channels can be used to

establish the short cut paths. Hereafter we call the short cut paths established by using

wireless communication channels wireless paths.

The existing work on the short cut paths in NoCs assume that the short cut paths are

established when starting the application. However, the cores communicating with each

other are difficult to predict before starting the application, because they may depend

not only on the application but also on the data processed by the application. Therefore

dynamic control of a short cut paths is needed.

In this thesis, we propose a framework that dynamically configures the short cut paths

based on the periodically monitored traffic. In this thesis, the layer of the path network is

stacked on the layer of the packet network. The short cut path is built between the packet

switch by setting of a path network. In this framework, we deploy the central controller

called resource manager, which manages the resources of the path network. We also deploy

the distributed controller called path request controller at each packet switch. The path

request controller counts the number of packets passing the switch by the destination

cores. The path request controller calculates the candidate paths from the switch which

are expected to reduce the energy consumption based on the counted number of packets,

and requests the establishment of the candidate paths. The resource manager selects the
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paths to be established among the requested candidates so as to maximize the expected

reduction of the energy consumption.

In this thesis, we discuss two architectures based on the proposed framework; the

first one is the NoC with the wired paths, and the other one is the NoC with the wireless

paths. To clarify their advantages and disadvantages, we compare the energy consumption

achieved by these architectures through numerical simulations.

The rest of this thesis is organized as follows. Section 2 surveys the NoC. Section

3 introduces the NoC architecture with integrated packet and path switches. Section 4

presents an evaluation of our NoC architecture. Section 5 mentions the conclusion.
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2 Related Work

The bus can be a significant bottleneck for many-core chips, because a large number of

cores communicate simultaneously. Instead of the bus, packet switch networks constructed

on a chip, which are called network on chips (NoCs), have been discussed[2, 3]. In the

NoC, a core who has data to be sent to another core splits the data into packets and relays

it to the packet switch. The packet switch relays the packets based on the destination

address included in the packet header. Unlike the bus that can relay only one flow within

each clock cycle, the NoC can accommodate multiple flows. Thus, the NoC is one of the

promising approaches to solving the communication bottleneck in many core chips. The

structures of NoCs have also been discussed. One of them is 3D NoC, which is constructed

by stacking multiple 2D chip layers vertically [11-13]. The vertically stacked layers enables

the increase of the number of cores without the increase of the size of the chip.

One of the important problem in the NoC is the energy consumption, because the

NoC consumes more energy as the traffic rate between cores increases. One approach to

reduction of the energy consumption of the NoC is to establish the short cut paths [4,

14]. The short cut paths reduces the number of packet switches passed by each packet,

which leads to the reduction of the number of packets processed by packet switches. Two

approaches to establishing the short cut paths have been discussed. One approach is to

use the wired path switches [6, 4]. The wired path switch connects its input port with

one of its output ports based on the configuration. After the configuration of the ports,

all packets arriving the input port are relayed to the output port connected to the input

port. Thus, the wired path switches can be used to establish energy-efficient short cut

paths. Though the path switch cannot relay flows from different input ports to the same

output port, because each output port can be connected at most one input port in the

path switch, the wired path switch consumes less energy than the packet switch, because

the path switch does not require complicated processing such as label processing and

decision of the output ports. Hereafter we call these short cut paths wired paths. Several

NoC structures using wired path switches have been discussed[4, 2]. M. B. Stensgaard

et al. have proposed a NoC structure where wired path switches are placed around each

packet switch [4]. In this architecture, the wired path between packet switches can be

established by configuring the wired path switches along the route between the packet

switches. We have also investigated the NoC structure where the network constructed of

wired path switches are vertically stacked over the layer of the packet switch network [6],

and demonstrated that vertically stacked wired path switch network saves the energy

consumption.

Another approach is to use the wireless communication [5, 8]. The energy efficient

wireless communication module for packet switches in NoCs has been proposed[15]. By

using the wireless communication, the packet switches without direct wired links can
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communicate with each other directly. This wireless communication module consumes

only a small energy, because the communication area is quite small. The module proposed

by Dan Zhao [15] consumes only 0.19pW/bit by setting the communication area to 0.1

mm2. Thus, all nodes can communicate with only a small power. In addition, this module

can send a packet within one clock cycle. Thus, this wireless communication channels can

be used to establish the energy efficient short cut paths. Hereafter we call the short cut

paths established by using wireless communication channels wireless paths.

The existing work on the short cut paths in NoCs assume that the short cut paths are

established when starting the application. However, the cores communicating with each

other are difficult to predict before starting the application, because they may depend

not only on the application but also on the data processed by the application. Therefore

dynamic control of a short cut paths is needed.

In this thesis, we propose a framework that dynamically configures the short cut paths

based on the periodically monitored traffic. Moreover we discuss two architectures based

on the proposed framework; the first one is the NoC with the wired paths, and the other one

is the NoC with wireless paths. To clarify their advantages and disadvantages, we compare

the energy consumption achieved by these architectures through numerical simulations.
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3 NoC Architecture with Integrated Packet and Path Switches

3.1 Architecture

In this thesis, we propose a NoC architecture using path and packet switches. This sub-

section proposes an architecture to control the path networks. This architecture can be

applied to both types of paths, wired paths and wireless paths.

Figure 1 shows the proposed architecture. This architecture includes three kinds of

layers, which are vertically stacked. The first layer includes the cores and the network con-

structed of packet switches. The second one is the path network. The path network can be

constructed of the wired path switches or constructed by adding a wireless communication

module to each packet switch placed on the first layer. The last one includes the central

controller called resource manager, which manages the resource of the path network. In

this architecture, we also deploy the distributed controller called path request controller

at each packet switch. The path request controller counts the number of packets passing

the switch by the destination cores. The path request controller calculates the candidate

paths from the switch which are expected to reduce the energy consumption based on the

counted number of packets, and requests the establishment of the candidate paths. The

resource manager selects the paths to be established among the requested candidates so

as to maximize the expected reduction of the energy consumption.

In this thesis, we use the wired path network or wireless path network. The rest of

this subsection explains detail of each path network.
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Figure 1: Overview of the NoC architecture with path network
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3.1.1 Wired Path Network

A wired path network is constructed of wired path switches. A wired path consumes a

small energy compared with a packet switch because it does not require any processing

to relay traffic, though multiple flows from different input ports cannot share the same

output port. The wired path between packet switches is established by configuring the

path switch along the route of the wired path. The set of the packet switches and the

established wired paths constructs the logical network topology. In these architectures,

the logical network topology can be changed by the configuration of the path switches.

In the wired path network, the links used by a path cannot be used by the other paths.

Thus, the resource manager manages the resources of the links, and reserves a link when

constructing the wired path using the link.

3.1.2 Wireless Path Network

A wireless path network is constructed by adding wireless communication module to each

packet switch. The wireless communication can be performed through these wireless com-

munication modules. By using the wireless communication, the packet switches without

direct wired links can communicate with each other directly. The wireless communication

module for network on chip consumes only a small energy because the communication

area is quite small. In addition, this module can send a packet within one clock cycle.

Thus, the wireless communication can be used as the energy efficient wireless path.

The Frequency Division Multiplexing (FDM) enables the simultaneous construction of

multiple wireless paths. However, only as many wireless paths as the number of channels

can be constructed. Therefore, the resource manager manages the wireless channels. In

our architecture, the wireless path is requested by the path request controller. Then the

resource manager checks whether the channels that can be assigned to the wireless path

exist. If the channel can be assigned, the resource manager assigns the channel to the

wireless path, and notifies the assigned channel to path request controller. Finally, the

wireless path is established by using the channel. If the channel cannot be assigned, the

request is rejected.

3.2 Routing for NoC with Integrating Packet and Path Switches

3.2.1 Construction of Energy Efficient Short Cut Paths

3.2.1.1 Calculation of Candidate Short Cut Paths

In our architecture, the short-cut paths are established by the combination of the

resource manager and the path request controllers. The path request controllers monitor

the traffic passing the corresponding packet switches. Then, the path request controllers
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calculate the candidate paths from the corresponding packet switches and request them

to the resource controller. The rest of this subsection, we explain the details of the steps

to establish the paths.

The path request controller counts the number of packets passing the switch by the

destination cores. We denote the set of flows passing the packet switch p by Fp, and the

monitored traffic rate of f ∈ F by Bf . The path request controller calculates the candidate

paths from the switch p which are expected to reduce the energy consumption based on

the counted number of packets, and requests the establishment of the candidate paths.

The reduction of the energy consumption Ecut when the path from the switch (X,Y )

to the switch (X ′, Y ′) is established is calculated by the following equations

Ecut =
∑
f∈F
　Bf

[
Ep (|X −Xf |+ |Y − Yf |)− Ep

(
|X ′ −Xf |+ |Y ′ − Yf |

)
− Eshort

]+
where Xf and Yf is the x and y coordinates of the packet switch nearest to the destination

core of the flow f . [x]+ equals to x if the value of x is positive, otherwise [x]+ equals to 0.

Eshort is the energy consumption of the short cut path from a (X,Y ) to a (X ′, Y ′). Ep is

the energy consumed when a packet is relayed by a packet switch.

After Ecut is calculated, the route search controller selects N candidate paths whose

Ecut are the largest among the calculated candidate paths. Then, the route search con-

troller requests the construction of the candidate paths. The requests include not only the

addresses of destination packet switches of the paths, but also the calculated reduction of

the energy consumption.

3.2.1.2 Selection from Candidate Short Cut Paths

The resource manager receives the requests from all route search controllers. The

resource manager selects the short cut paths to be established based on the reduction of

the energy included in the requests. From the candidate short cut paths with the largest

energy reduction, the resource manager checks whether the sufficient resource to establish

the path exists. If the sufficient resource exists, the resource manager selects the path as

the path to be established, and reserve the resources. Finally, after all the candidate paths

are checked, the resource manager configures the paths by configuring path switches or

wireless communication modules.

3.2.2 Calculation of Routes over the Short Cut Paths

In this thesis, we use the routing method based on the XY routing. In the XY routing, a

packet is forwarded to the X coordinate direction until the X coordinate equals to that of

the destination packet switch. Then a packet is forwarded to the Y-coordinate direction.
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However, in our architecture, the established short cut paths can be regarded as the links

similar to the wired links, and the set of the wired links and the established short cut

paths forms the virtual network topology. Thus, in our architecture, routes should be

controlled over the virtual network topology, which may have different structure from the

grid topology. Therefore, in our routing method, we add the consideration of the existence

of the short cut paths to the XY routing. Our routing method works as follows.

1. If the packet switch connected by the short cut path is the nearest to the destination

among the connected packet switches, use the short cut path.

2. Otherwise, if the X coordinate of the destination is different from the X coordinate

of the current switch, forward the packet to the switch with the X coordinate whose

difference from the X coordinate of the destination becomes smaller.

3. Otherwise, forward the packet to the switch with the Y coordinate whose difference

from the Y coordinate of the destination becomes smaller.
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4 Evaluation

4.1 Compared Architectures

In this thesis, we discuss two architectures; the first one is the NoC with the wired paths,

and the other one is the NoC with wireless paths. The NoC with the wired paths is

constructed by the path switches, which are placed in a lattice. On the other hand, the

NoC with the wireless paths is constructed by adding wireless communication module to

each packet switch. The NoC with the wireless paths uses the FDM. Thus, the number

of paths the NoC with the wireless establishes is limited by the number of channels in the

FDM. In this thesis, the number of channels is 24.

To clarify their advantages and disadvantages, we compare the energy consumption

achieved by these architectures through numerical simulations.

4.2 Models

4.2.1 Energy Model

4.2.1.1 Wireless Communication

The communication area of the wireless communication module for NoC proposed by

Deb et al. is 20 mm2, and the module consumes 2.3 pJ/bit [10]. We calculate the energy

consumption based on this module.

If we change the communication area, the energy consumption of the wireless commu-

nication module may change. Thus, we model the energy consumption as the function of

the diameter of the communication area. The relation between the energy consumption

and the diameter of the communication area is

PW = R× L2
wireless × 10−12 (1)

where Lwireless is the diameter of the communication area, and R is a constant. We

calculate R based on the energy consumption of the wireless communication modules by

Deb et al. [10]. By using the calculated R, the energy consumption (PL(J/bit)) is

PW = 0.000825L2
wireless × 10−12 (2)

4.2.1.2 Wired Link

The packet switch and the path switch use wired links to send packets to the next

switch. The energy consumption of the wired link used for NoC is modeled by Wolkotte

et al. [16]. The energy consumed by a wired link (PL(J/bit)) between the switches is

PL = 0.12Llink × 10−12 (3)

14



where Llink is the length of the wired link.

4.2.1.3 Switch

We use the model by Wolkotte et al. [16]. In this model, the energy consumption of

packet switch Pp is

PP = 0.98× 10−12[J/bit].

The energy consumption of the path switch Pc is

PC = 0.37× 10−12[J/bit].

4.2.2 Traffic Model

The energy consumption depends on the traffic generated between cores. In this thesis,

we generate the following three kinds of traffic.

Near cores traffic Traffic is generated only between the near cores. For this traffic, we

randomly select the pairs of the communicating cores by randomly selecting the pairs

of the cores from the set of the pairs of the cores whose number of hops is less than

1/4H where H is the longest hops in the chip.

Remote cores traffic Traffic is generated only between the remote cores. For this traffic,

we randomly select the pairs of the communicating cores by randomly selecting the

pairs of the cores from the set of the pairs of the cores whose number of hops is more

than 3/4H where H is the longest hops in the chip.

Random cores traffic Traffic is generated between the random cores. For this traffic,

we randomly select the pairs of the communicating cores.

The traffic amount between the communicating cores are selected randomly from 1 bit to

100 bit for all the communicating cores. The traffic amount may have an impact on the

energy consumption. But the energy consumption is proportional to the amount of the

relayed traffic. Thus, the discussion in this thesis can be applicable even if the traffic rate

between cores change.

4.2.3 Metrics

In this thesis, we use the total energy consumed to relay all flows generated between cores

as the metric.
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4.3 Results

The energy consumption depends on the following items.

• Traffic Patterns

• The Gate Density

• Energy Consumption of Devices

In the rest of this section, we discuss the suitable NoC architecture, considering each

of the above points.

4.3.1 Impact of Traffic Patterns

The short cut paths to be established depend on the number of flows or the location of the

communicating cores. Thus, the number of flows and the location of the communicating

cores may have an impact on the energy consumption, and the suitable NoC architecture.

In this subsection, we first clarify the suitable network architecture that can accommodate

communication between cores with a small energy consumption, considering the traffic

patterns.

4.3.1.1 Impact of Number of Flows Generated by Each Core

The number of communicating cores depends on the application; the simple task can

be allocated to a small number of cores, while the complex task may require may cores

cooperating with each other. The suitable NoC architecture may depend on the number

of flows generated by each core. In this paragraph, we consider the impact of the number

of flows generated by each core, and clarify the suitable NoC architecture for each kind of

application.

In this evaluation, we use the following environment. We set the number of cores to

100, and place them in a 10× 10 lattice. We place the same number of packet switches as

the number of cores. The length of the wired link between packet switches is 1 mm. We

place the same number of path switches as the number of packet switches for the NoC with

the wired paths. For the NoC with the wireless paths, we deploy wireless communication

modules to all of the packet switches. First, we discuss the impact of number of flows

generated by each core based on the random cores traffic; the number of flows generated

by each core are selected randomly. We change the number of flows generated by each

core from 1 to 20.
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(a) Energy consumption (b) The energy consumption normalized by that of

the NoC without path network

(c) The energy consumption of the NoC with wired

path normalized by that of the NoC with wireless

path

Figure 2: Impact of number of flows generated by each core
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Figure 2 shows the results. The results show that the NoCs with path network can

save the energy consumption compared with the NoC without path network. That is, the

establishment of the short cut paths can reduce the energy consumption.

Hereafter, we compare the NoC with the wired paths and the NoC with the wireless

paths. Fig. 2 demonstrates that the NoC with the wired paths consumes a larger energy

than the NoC with the wireless paths when the number of flows generated by each core

is small. This is caused by the difference of the energy consumptions of the wired path

and the wireless paths. The wired path consumes more energy than the wireless paths,

because the wired path requires the processing of the path switches along the route from

the source switch to the destination switch. As a result, the NoC with the wireless paths

consumes a smaller energy than the NoC with the wired paths.

On the other hand, as the number of flows generated by each core increases, the energy

consumption of the NoC with the wireless paths increases significantly. If the number of

flows generated by each core becomes more than 15, the NoC with the wireless path

consumes more energy than the NoC with the wired path. This is caused by the difference

of the number of constructible paths. The NoC with the wired path can establish paths,

unless a link on the route from the source to the destination of the path is allocated to

another path. On the other hand, the NoC with the wireless path can establish only 24

paths. Therefore, as the number of flows generated by each core increases, the NoC with

the wireless path cannot establish a sufficient number of paths. As a result, a large number

of packets are relayed via the packet network, which increases the energy consumption.

4.3.1.2 Impact of Location of Communicating Cores

We also compare the NoC architectures, considering the location of the communica-

tion cores. In this evaluation, we generate three kinds of the traffic patterns, which are

explained in Section 4.2.2.

In this evaluation, we use the following environment. We place the same number of

packet switches. The length of the wired link between packet switches is 1 mm. We place

the same number of path switches as the number of packet switches for the NoC with

the wired paths. For the NoC with the wireless paths, we deploy wireless communication

modules to all of the packet switches. We change the number of flows generated by each

core from 1 to 20.
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(a) Energy consumption (b) The energy consumption normalized by that of

the NoC without path network

(c) The energy consumption of the NoC with wired

path normalized by that of the NoC with wireless

path

Figure 3: Impact of location of communicating cores
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(a) Near cores traffic (b) Random cores traffic

(c) Remote cores traffic

Figure 4: The energy consumption normalized by that of the NoC without path network
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Figure 5: The energy consumption of the NoC with wired path normalized by that of the

NoC with wireless path
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Figures 3, 4 and 5 show the results. From these figures, in the case of near cores traffic,

the energy consumption of the NoC with the wireless path consumes a smaller energy than

the NoC with the wired path. This is caused by the energy consumption of the wired path

switches. If the communicating cores are close, the energy consumption of the wired path

becomes larger than the energy consumed when a packet is relayed via the packet network,

since the wired path switches consume energy, and the number of switches including the

wired path switches passed by a packet may increase. In this case, the wired paths are

not established. On the other hand, the wireless paths are established even in this case,

since the wireless paths consume a smaller energy. As a result, the NoC with the wireless

path saves the energy consumption, while the NoC with the wired path cannot.

On the other hand, the NoC with the wired paths saves the energy consumption,

when the locations of the communicating cores are far away. In this case, a large energy

is consumed if packets are relayed via only the packet network. Thus, a large number

of paths are required to be established. The NoC with the wired paths can establish a

sufficient number of paths, while the NoC with the wireless paths cannot. As a result, the

energy consumption of the NoC with the wireless paths becomes larger than that of the

NoC with the wired paths.

We summarize the above results below. The NoC with the wireless path is suitable to

the case that the number of flows generated by each core is small and the communicating

cores are closely placed. However, if the number of flows generated by each core becomes

large or the traffic between cores placed far away from each other exist, the NoC with the

wireless path cannot save the energy sufficiently. In this case, the NoC with the wired

path is suitable.

4.3.2 Impact of the Gate Density

The gate density of the chips may have an impact on the energy consumption; as the gate

density of the chip increases, the number of flows generated by each core increases, which

may lead to a large energy consumption. The increase of the gate density also can increase

the number of wired path switches on the chip, and increase the number of constructible

wired paths. On the other hand, the number of wireless paths cannot be increased even

when the gate density increases. That is, the suitable NoC architecture may depend on

the gate density of the chips. In this subsection, we discuss the impact of the gate density

on the suitable NoC architectures.

4.3.2.1 Impact of Number of Cores in a Chip

We first discuss the impact of the number of cores in the chip. In this evaluation,

we use the following environment. We change the number of cores from 25 to 400. We
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place the same number of packet switches as the number of cores. We set the size of the

chip to 20 mm × 20 mm. We place the same number of path switches as the number of

packet switches for the NoC with the wired paths. For the NoC with the wireless paths,

we deploy wireless communication modules to all of the packet switches. We generate the

random cores traffic by changing the number of flows generated by each core from 1 to 20.
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(a) Energy consumption (b) The energy consumption normalized by that of

the NoC without path network

(c) The energy consumption of the NoC with wired

path normalized by that of the NoC with wireless

path

Figure 6: Impact of number of cores in a chip
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(a) The number of cores on the chip is 25 (b) The number of cores on the chip is 100

(c) The number of cores on the chip is 225 (d) The number of cores on the chip is 400

Figure 7: The energy consumption normalized by that of the NoC without path network
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Figure 8: The energy consumption of the NoC with wired path normalized by that of the

NoC with wireless path
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Figures 6, 7 and 8 show the results. From these figures, when the number of cores in

the chip is small, the energy consumption of the NoC with the wireless path consumes a

smaller energy than the NoC with the wired path. When the number of flows generated

by each core is small, all cores are close to each other. In this case, the wired paths are

not established as discussed in Section 4.3.1.1. On the other hand, the wireless paths

are established even in this case. In addition, since the number of cores is small, a small

number of short cut paths are sufficient. As a result, the NoC with the wireless paths

saves the energy significantly.

On the other hand, as the number of cores increases, the energy consumption of the

NoC with the wireless paths increases significantly. This is caused by that the NoC with

the wireless path can establish only 24 paths. Therefore, as the number of cores increases,

the NoC with the wireless path cannot establish a sufficient number of paths. On the

other hand, even if the number of cores becomes large, the NoC with the wired paths can

establish a sufficient number of paths, because the number of wired path switches also

increases, which leads to the increase of the constructible paths.

We summarize the above results below. The NoC with the wireless path is suitable to

the small chips, where the number of cores is less than 100. On the other hand, the NoC

with the wired path is suitable to the large NoCs where more than 225 cores are placed.

4.3.2.2 Impact of Number of Path Switches in a Chip

We can increase the number of wired path switches by stacking additional wired path

network layer. In this paragraph, we discuss the impact of the number of wired path

switches.

In this evaluation, we use the following environment. We evaluate two cases of the

number of cores; we place 25 cores in the first case, and 100 cores in the other case. We

place the same number of packet switches as the number of cores. The length of the wired

link between packet switches is 1 mm. We change the number of wired path switches by

changing the number of layers of the path networks from 1 to 3. Each layer of the wired

path network includes the same number of path switches as the number of packet switches.

For the NoC with the wireless paths, we deploy wireless communication modules to all of

the packet switches. We generate the random cores traffic by setting the number of flows

generated by each core to 10.
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(a) Energy consumption (b) The energy consumption normalized by that of

the NoC without path network

(c) The energy consumption of the NoC with wired

path normalized by that of the NoC with wireless

path

Figure 9: Impact of number of path switches in a chip
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(a) Energy consumption (b) The energy consumption of the packet switch

is normalized as 1

(c) The energy consumption of the wireless net-

work is normalized as 1

Figure 10: Impact of number of path switches in a chip when the number of cores is 25
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Figures 9 and 10 show the results. Figure 10 shows that the energy consumption

cannot be reduced by the increase of the number of wired path switches in the small chip

with 25 cores. This is because all cores are close to each other. Thus, the wired path are

not established even if we increase the number of wired path switches.

On the other hand, the increase of the number of layers of the wired path network

significantly decreases the energy consumption in the NoC with 100 cores. The NoC with

100 cores requires the wired paths to achieve the energy efficient communication. By

adding the layer of the wired path network, more short cut paths can be established,

which leads to the reduction of the energy consumption.

4.3.3 Impact of Energy Consumption of Devices

All of the above discussions are based on the devices in Refs. [10] and [16]. However, NoC

may use the devices (i.e., packet switches, wired path switches and wireless communica-

tion modules) whose energy consumptions are different from Refs. [17] and [5]. In this

subsection, we discuss the impact of the energy consumption of the devices in the NoC [10,

16] on the suitable NoC architectures.

4.3.3.1 Impact of the Area of the Chip

The communication area has a large impact on the energy consumption of the wireless

paths; the energy consumption of the wireless path becomes small as the communication

area becomes small. The size of the chip may be reduced by the progress of the pro-

cessing technologies, which may reduce the required communication area of the wireless

communication. In this paragraph, we discuss the impact of the size of the chip.

In this evaluation, we use the following environment. We change the number of cores

from 25 to 400. We place the same number of packet switches as the number of cores. We

change the size of the chip from 5 mm × 5 mm to 20 mm × 20 mm. We place the same

number of path switches as the number of packet switches for the NoC with the wired

paths. For the NoC with the wireless paths, we deploy wireless communication modules

to all of the packet switches.
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(a) Energy consumption (b) The energy consumption normalized by that of

the NoC without path network

(c) The energy consumption of the NoC with wired

path normalized by that of the NoC with wireless

path

Figure 11: Impact of the Area of the Chip
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(a) The length of the chip is 5mm (b) The length of the chip is 10mm

(c) The length of the chip is 20mm

Figure 12: The energy consumption normalized by that of the NoC without path network
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(a) The length of the chip is 5mm (b) The length of the chip is 10mm

(c) The length of the chip is 20mm

Figure 13: The energy consumption of the NoC with wired path normalized by that of

the NoC with wireless path
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Figures 11, 12 and 13 show the results. From these figures, as the area of the chip

decreases, the energy consumption of the NoC with the wireless path becomes small. This

is because the energy consumption of the wireless path becomes small by restricting the

communication areas.

These figures also indicate that the NoC with the wireless path network consumes

more energy than the NoC with the wired path network if the number of cores increases,

even in the case of the 5 mm × 5 mm chip. That is, even if the area of the chip becomes

small, the wired path network is suitable to the NoC with a large number of cores.

4.3.3.2 Impact of the Energy Consumption Model

In the previous paragraph, we discussed the impact of the energy consumption of

the wireless communication modules. The energy consumption of the path switch may

be reduced in the future NoC. In this paragraph, we discuss the impact of the energy

consumption of the wired path switches on the suitable NoC architectures.

In this evaluation, we change the energy consumption of path switch from 25% to

100% of the model in Ref. [16]. We evaluate the chips with 25, 100, 225, and 400 cores.

We place the same number of packet switches as the number of cores. We place the same

number of path switches as the number of packet switches for the NoC with the wired

paths. For the NoC with the wireless paths, we deploy wireless communication modules

to all of the packet switches. We generate the random core traffic, and change the number

of flows generated by each core from 1 to 20.
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(a) The number of cores on the chip is 25 (b) The number of cores on the chip is 100

(c) The number of cores on the chip is 225 (d) The number of cores on the chip is 400

Figure 14: The energy consumption of the NoC with wired path normalized by that of

the NoC with wireless path
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Figure 14 shows the results. From this figure, even if the energy consumption of

the path switch changes, the above discussion of the suitable NoC architecture can be

applicable, though the energy consumption may change.
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5 Conclusion

We proposed the NoC architecture combining a packet network with a path network. In

this architecture, path request controllers monitors the traffic passing the corresponding

packet switches, and requests the establishment of the paths from the packet switch so as

to reduce the energy consumption. Then, resource controller constructs the paths based

on the requests from path request controllers.

In this thesis, we also discuss the suitable NoC architectures, focusing on the technology

for the path networks; wired path networks and wireless path networks. The results

indicate that (1) NoC with the wireless path network is suitable to the NoC with a small

number of cores or the NoC where the communication occurs between a small number

of cores. (2) NoC with the wired path is required to accommodate communication with

a small energy consumption in the NoC with a large number of cores or the NoC where

the communication between cores occurs frequently. We also performed the evaluation

by changing the area of the chip or the energy consumption of the path switches, and

demonstrates the above discussion is applicable even in such cases.

In this thesis, we focus on the short cut paths. However, for the reduction of the

energy consumption, there remain other points to be discussed. For example, the task

assignments may have a large impact on the energy consumption, which is one of our

future research topics.
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