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Preface

Wireless sensor and actuator networks (WSANs) are increasingly recognized as an important part

of social infrastructure. To make these networks work accurately in real environments, we enhance

their robustness, which we define here as the ability to reach the normal operating state in any en-

vironment where location errors occur, where optimization of parameter settings is difficult, where

node failures occur, and so on. Although robustness is an important characteristic, we cannot fully

protect the network by only enhancing its robustness. The reason is that the environment changes

dynamically. It is not sufficient for the network to stably select a solution that is suitable for a par-

ticular environment. We need to improve not only robustness but also adaptability. We thus define

adaptability as the ability for the network to search for an appropriate state in a dynamically chang-

ing environment. We then refer to a system that has high robustness and adaptability as a resilient

system. Biological systems are typical resilient systems, and there is no doubt that we draw some

inspiration from biological systems.

In this thesis, we create a resilient WSAN. We achieve this goal in two steps. The first step

is to realize mechanisms for the robustness of the network. We expect that the robustness of a

biological system is derived from mechanisms by which an individual decides on its state based on

the goodness of the system under the realistic assumption that there are many alternative solutions

in its solution space. We can realize robust network controls by applying these mechanisms. To

verify this expectation, we propose, evaluate, and analyze bio-inspired WSAN controls. The second

step is to realize an adaptive mechanism for the network. Biological systems do not stabilize to a

unique state. This contributes to achieving high adaptability, but existing network controls do not

handle this issue well. We consider the design of a steady state with some perturbations in order
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to yield various solutions in addition to the optimal one, if it is known at all. This feature induces

rapid transitions to a new steady state after environmental changes.

To begin, we realize a robust mechanism for bio-inspired WSAN controls against node location

errors and sensing area shape errors caused by environmental noise. For this purpose, we propose

and evaluate a bio-inspired coverage control as an example of bio-inspired WSAN controls. Most

existing protocols use geometric algorithms for each node to estimate the degree of coverage inside

the sensing area of a node and determine whether to monitor the surroundings or sleep. These algo-

rithms require accurate information about the location, sensing area, and sensing state of neighbor

nodes. Therefore, they suffer from environmental noise, which leads to node location errors and

sensing area shape errors, leading to degradation of coverage and redundancy of active nodes. Our

proposal succeeds in achieving high robustness against errors by successfully having each node

autonomously decide on its state based on the degree of coverage of the target region. Through

simulation, we show that the proposal can maintain coverage and prevent a redundant number of

nodes from becoming active nodes.

Next, we realize a mechanism for robustness of bio-inspired WSAN controls against parameter

settings. For this purpose, we propose and evaluate a bio-inspired device assignment control, so that

we can focus on the robustness of bio-inspired WSAN controls against parameter settings. Since it

is apparently wasteful and redundant to deploy an independent WSAN for each of the envisioned

services, we need a device assignment mechanism for effectively sharing available devices among

concurrent services while taking into account service requirements and devices. Although there are

several proposals for centralized or deterministic device assignment mechanisms, they suffer from

difficulty in designing an appropriate set of rules with fine-tuned parameters. In our proposal, an

appropriate device assignment emerges as a consequence of the autonomous decisions of individual

nodes by a fully distributed and self-organizing mechanism without deterministic and complicated

rules. We conduct simulation experiments to show that our proposal can accomplish device as-

signment that is as effective as an existing deterministic mechanism. In addition, we show that

our proposal is less sensitive to parameter setting, which is quite an important feature in realistic

deployments.

Robustness against node failure and message loss is also an important property for WSANs.
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We analyze the above-mentioned bio-inspired device assignment control from the perspective of

robustness against node failures in a lossy environment. Throughout the analysis, we confirm that

the number of assigned devices converges after failure as long as a sufficient number of devices for

the service remain.

Finally, we propose a thermodynamics-based design policy for a bio-inspired WSAN control to

retain appropriate randomness in its steady state. The bio-inspired network control relies on a prob-

abilistic mechanism that is composed of positive and negative feedbacks and the control eventually

stabilizes on the best solution. As a result, we cannot avoid a temporary loss of function once the

solution fails due to environmental fluctuations. To prevent this and improve adaptability, we need

to prevent stabilization on a specific solution. We thus make the network control continually search

for alternative solutions. However, most bio-inspired network controls are not designed taking this

issue into account. For this problem, we focus on the fact that the steady state in a general system

can be analyzed in terms of thermodynamic free energy. On this basis, we formulate the free energy

of the steady state in a bio-inspired WSAN control and discuss its design policy depending on the

degree of environmental fluctuations for which it is prepared. Through simulation, we confirm that

the design policy is valid for existing bio-inspired WSAN controls.

Through the work presented in this thesis, we realize resilient WSAN controls by proposing

bio-inspired robust and adaptive mechanisms.
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Chapter 1

Introduction

1.1 Background

In addition to computers and smart-phones, sensor and actuator devices are becoming equipped

with the functionality to communicate via the Internet. These devices continually generate a huge

volume, variety, and velocity of data, which is generally called “Big Data”, and we can extract

very useful knowledge by analyzing this data. Using the extracted knowledge, we can realize ad-

vanced information and environment control services, for example, logistics and power networks.

The network environment for this is called the “Internet of Things” (IoT) which has recently re-

ceived a lot of attention [1]. As a fundamental technology for realizing the IoT, WSANs, which

are described later, have been attracting attention from many researchers [2, 3]. Many technical

challenges remain, but the most important one is achieving reliability as information and commu-

nication network systems become increasingly important parts of social infrastructure. To improve

reliability, we enhance robustness which we define here as the ability to reach a normal operating

state in any environment. Robustness is an important characteristic. However, we cannot fully pro-

tect a network by only enhancing robustness. This is because there is no pre-defined appropriate

state in a dynamically changing environment. It is not reasonable to assume that the network con-

trol can stably select an appropriate solution at a certain time. We therefore need to improve not

only robustness but also adaptability. We define adaptability as the ability for a network control
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1.1 Background

to search for a state that is suitable for the current environment. We refer to systems that have

high robustness and adaptability as resilient systems. In conventional network controls, we make

an appropriate control rule taking into account all situations which may occur. Actually, it is quite

difficult, and it is inevitable that unexpected situations occur in an actual environment. In some

cases, it causes fetal damage on wireless sensor and actuator networks. Additionally, the control

rule becomes more complicated as we cope with more various situations. It leads to difficulty in

optimizing it and removing bugs from it. In this way, there is a limit on improving its robustness

and its adaptability by the above mentioned conventional approach, and we need another approach

to realize resilient network controls. In this thesis, we focus on biological systems for this purpose.

The biological systems are typical examples of resilient systems, and there is no doubt that we draw

some inspiration from biological systems.

Single-purpose Wireless Sensor and Actuator Networks

WSANs [2,3] are composed of nodes that have various types of sensor devices, such as thermome-

ters, hygrometers, and illuminators; and actuator devices, such as buttons, switches, and monitors.

Based on various information about the environment, machinery, and people collected from the sen-

sor devices, WSANs can provide users with desirable information services and environmental and

machinery controls, as appropriate for the time, place, occasion, and person. There are many tech-

nical requirements on the mechanisms in WSANs. For example, the control mechanism must be

robust to packet loss and delay because wireless communication is very sensitive to environmental

noise [4]. As another example, control mechanisms are required to be energy efficient. Nodes have

very limited resources, such as a poor processor performance, small memory size, and small battery

capacity. Therefore, an important challenge is to prolong network lifetime by simple mechanisms.

Multi-purpose Wireless Sensor and Actuator Networks

In single-purpose WSANs, nodes are deployed for a specific service, and are not shared among ser-

vices. For example, both WSANs for intelligent indoor temperature control and intrusion detection

employ nodes with a motion sensor to detect the location of people in a room, but these WSANs
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Figure 1.1: Example of bio-inspired network controls

are composed of dedicated nodes and are independent from each other. If they share those nodes

and their sensing data, network resources and energy consumption can be saved. Furthermore,

service-oriented deployment requires previous knowledge and careful planning about the types and

locations of nodes to be deployed. However, it is hard to predict all the events that may occur in an

area and prepare WSANs for all envisioned service requirements. Considering above-mentioned is-

sues, the interests of researchers are shifting from single-purpose WSANs to multipurpose WSANs

where multiple concurrent services are running on a single WSAN [5]. One solution for handling

the dynamic and diverse requirements of services is to distribute heterogeneous nodes and organize

them as a single monolithic WSAN [6, 7]. However, it is expensive in terms of bandwidth and

energy to control and manage a large WSAN.

Network Control based on Mathematical Model of Biological Behavior

Biologically inspired (bio-inspired) network controls mimic the behavior of biological organisms,

and they are based on nonlinear mathematical models that explain or reproduce biological behavior.

As illustrated in Figure 1.1, examples of mathematical models include an ant colony optimization

model for the foraging behavior of ants, a pulse-coupled oscillator model for the synchronized

flashing of fireflies, and a reaction diffusion model for pattern formation on the body surface [8–10].

These mathematical models are applied to network controls such as routing, time synchronization,

and topology organization [11–13]. Successful attempts published in the literature support the
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usefulness and versatility of bio-inspired network controls.

Since mathematical models of biological behavior have been shown to have excellent char-

acteristics, network controls based on biological mathematical models are expected to be robust,

adaptive, and scalable. It is quite important that we deeply understand the roles of parameters in

biological mathematical models. This contributes to realizing excellent network control by slight

extension of the models. However, bio-inspired network controls are not necessarily versatile. One

control may achieve the best performance in one environment while being useless in another. Fur-

thermore, bio-inspired network controls often experience a variety of errors including packet loss,

packet delay, and node failure, which the original mathematical models do not consider. As a result,

the models do not give the intended results in actual environments. It is therefore important that we

deeply understand the biological mathematical models, especially in regard to their fundamental

limits and applicability to network controls affected by errors [14,15].

Resilience and its Origin in Bio-inspired Wireless Sensor and Actuator Networks

We here describe resilience in a bio-inspired WSAN in terms of robustness and adaptability [16].

Robustness

Robustness is defined as the ability for a network to reach a normal operating state in any environ-

ment where location errors occur, where optimization of parameter setting is difficult, where node

failures occur, and so on. We expect that the robustness of a biological system is derived from the

mechanisms by which an individual decides on its state based on abstract information about the

goodness of the system. We expect that robustness is also obtained from a feature where there are

many alternative solutions in its solution space. We can realize a robust WSAN by applying these

biological mechanisms and features in WSAN control.

Adaptability

We define adaptability as the ability of a network to search for an appropriate state in a dynamically

changing environment. Biological systems are composed of positive and negative feedbacks. On
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finding a better solution, selection becomes aggressive through positive feedback. The best solution

is then eventually selected more frequently through negative feedback. However, biological systems

do not stabilize to a specific state. This contributes to achieving high adaptability, but existing net-

work controls do not give good consideration to this issue. We therefore consider designing a steady

state with some perturbation in order to yield various solutions in addition to the optimum solution.

This feature induces rapid transitions to new steady states when the environmental changes.

1.2 Outline of Thesis

In this thesis, we consider two issues in order to realize bio-inspired resilient WSANs. The first issue

is that we need to realize robust bio-inspired mechanisms for WSANs. In bio-inspired WSAN con-

trols, a node can select its state to improve the goodness of the control state. This feature contributes

to high robustness against small errors, but the details have not been well studied. Therefore, we

propose bio-inspired WSAN controls and evaluate them from the perspective of robustness against

errors such as location errors, sensing area shape errors, packet loss, and node failures. The second

issue is that we need to design a steady state of bio-inspired WSAN controls. Although bio-inspired

WSAN controls rely on probabilistic mechanisms, most of them eventually stabilize on a specific

solution. As a result, disruption of communication once the solution fails is unavoidable. For high

adaptability, we make the system continually and randomly search for alternative solutions. How-

ever, their mechanisms are not designed taking this issue into account. Therefore, we propose a

thermodynamics-based design policy for bio-inspired WSAN control to retain appropriate random-

ness in the steady state.

Robust Coverage Control against Localization Error [17–21]

We begin this thesis by proposing a robust bio-inspired mechanism for WSAN against node loca-

tion errors and sensing area shape errors caused by environmental noise in Chapter 2. The coverage

problem of WSANs is an important issue for prolonging network lifetime while guaranteeing that

the target region is monitored by a sufficient number of active nodes [22]. Most existing protocols

use geometric algorithms for each node to estimate the degree of coverage and determine whether
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to monitor the surroundings or sleep [23–25]. These algorithms require accurate information about

the location, sensing area, and sensing state of neighbor nodes. Therefore, they suffer from lo-

calization errors leading to degradation of coverage and redundancy of active nodes. In addition,

they introduce communication overhead leading to energy depletion. In this chapter, we propose

a novel coverage control mechanism in which each node relies on neither accurate location infor-

mation nor communication with neighbor nodes. To enable autonomous decisions by the nodes,

we adopt a nonlinear mathematical model of adaptive behavior from biological systems for dy-

namically changing environments. Through simulation experiments, we show that the proposal

outperforms the existing protocol in terms of the degree of coverage per node and the overhead

under the influence of localization error.

Robust Device Assignment Control against Parameter Setting [26–29]

In Chapter 3, we focus on the robustness of bio-inspired WSAN controls against parameter settings.

Since it is apparently wasteful and redundant to deploy an independent WSAN for each envisioned

application, building a multipurpose WSAN consisting of heterogeneous sensors and actuators and

sharing them among applications are considered promising [5]. However, we need a mechanism

for effectively sharing available resources among concurrent applications while taking into account

application requirements and resources [7, 30, 31]. Although several proposals have been made on

centralized or deterministic device assignment mechanisms, they suffer from difficulty in designing

an appropriate set of rules with fine-tuned parameters [32]. In this chapter, we propose a fully dis-

tributed and self-organizing device assignment mechanism by adopting a response threshold model

which imitates the division of labor in a colony of social insects. Our proposal does not require

deterministic and complicated rules, and appropriate device assignment emerges as a consequence

of the autonomous decisions of individual nodes. Through simulation experiments, we confirm

that our proposal accomplishes device assignment that is as effective as an existing deterministic

mechanism, and that our proposal is less sensitive to parameter settings.
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Robustness of Division of Labors-based Network Control against Failure [33–35]

We next investigate the robustness of bio-inspired WSAN controls against node failure in lossy en-

vironments in Chapter 4. Bio-inspired WSAN controls are not necessarily versatile. A control may

achieve the best performance in one environment while it being useless in another. Furthermore,

bio-inspired network control mechanisms often experience a variety of perturbations such as loss of

information and failure of nodes, which original bio-models do not consider. As a result, they fail to

provide the intended results in the actual environment. We therefore need a deep understanding of

biological mathematical models especially in regard to their fundamental limits and applicability to

network controls suffering from perturbation [12,14,15]. In this chapter, we analyze the robustness

of response threshold model-based network control against information loss and individual failures

for the example of a response threshold model. Through analysis, we confirm that the number of

workers recovers from individual failures even if dead individuals and isolated individuals exist.

Moreover, the recovery time does not diverge as more individuals die.

Design Policy for Bio-inspired Network Control to Achieve High Adaptability [36–40]

Finally, in Chapter 5, we consider a method for equipping a network control with sufficient adapt-

ability depending on its design requirements. The behavior of a bio-inspired network control is

explained as a competition between ordering energy, which keeps the behavior ordered, and disor-

dering energy, which induces disordered behavior. On finding a good solution, the ordering energy

overcomes the disordering energy, and the system stabilizes on the found state. If it uses only a

single state due to weakness of its disordering energy, it is vulnerable to environmental fluctuations

such as node failure and link failure. The balance between both of these energies in the steady

state implicitly determines the maximum degree of environmental fluctuations that the network can

endure. Therefore, we must design the balance depending on the frequency of environmental fluc-

tuations in the operating environment. However, there is no universal interpretation of both energy

and policy for designing the quantities of both energies. In this chapter, we focus on the fact that

the temperature of a natural substance determines the balance of ordering and disordering energies
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as an idea for these tackling these problems [41]. By treating the degree of environmental fluctua-

tion as temperature, we can determine an appropriate balance between both the energies. Through

mathematical analysis and simulation experiments, we verify the design policy using an existing

multi-path routing control.
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Robust Coverage Control against

Localization Error

A coverage problem is one of important issues to prolong the lifetime of a wireless sensor and actu-

ator network while guaranteeing that the target region is monitored by a sufficient number of active

nodes. Most of existing protocols use geometric algorithm for each node to estimate the degree

of coverage and determine whether to monitor around or sleep. These algorithms require accurate

information about the location, sensing area, and sensing state of neighbor nodes. Therefore, they

suffer from localization error leading to degradation of coverage and redundancy of active nodes. In

addition, they introduce communication overhead leading to energy depletion. In this chapter, we

propose a novel coverage control mechanism, where each node relies on neither accurate location

information nor communication with neighbor nodes. To enable autonomous decision on nodes, we

adopt the nonlinear mathematical model of adaptive behavior of biological systems to dynamically

changing environment. Through simulation, we show that the proposal outperforms the existing

protocol in terms of the degree of coverage per node and the overhead under the influence of local-

ization error.
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2.1 Introduction

A wireless sensor and actuator network [3] has been attracting many researchers over the past ten

years for a variety of its applications. Among them, surveillance, monitoring, and observation

of items, objects, and regions are most promising and useful. These applications require that a

sufficient number of sensor nodes monitor the target region. Due to the uncertainty and instability

of location and sensing area, it is difficult to deploy and manage sensor nodes in an optimal manner,

i.e. placing a minimum number of sensor nodes at the optimal positions. Therefore, a redundant

number of sensor nodes are generally deployed in the target region. Then, for energy conservation,

a sophisticated sleep scheduling mechanism is employed to keep the number of active sensor nodes

as small as possible and let sensor nodes sleep as much as possible while satisfying the application’s

requirement on the degree of coverage. Such an issue to minimize the number of active sensor nodes

while guaranteeing the required degree of coverage is called coverage problem [22, 42, 43]. There

are many proposals on coverage problem. However most of them rely on unrealistic assumptions,

e.g. accurate location and perfect circular sensing area, and do not work well in the error-prone

environment.

In this chapter, to solve the problem, we propose a novel coverage control protocol, which

is free from the above-mentioned unrealistic assumptions. Each sensor node does not need to

know the shape and size of sensing area and the location and state of neighbor sensor nodes. A

sensor node only relies on the information about the degree of coverage of the target region. To

enable autonomous decision on sensor nodes, we adopt the nonlinear mathematical model called the

attractor selection model. The model imitates flexible and adaptive behavior of biological systems

to dynamically changing environment [44]. A biological system can autonomously and adaptively

select an appropriate state for the environment only based on the condition of itself. Through

simulation, we show that the proposal outperforms an existing protocol in the terms of the degree

of coverage per sensor node under the influence of localization error. In addition, our proposal

requires less energy in monitoring the target region.

The rest of this chapter is organized as follows. First in Section 2.2, we briefly discuss related

– 10 –



Chapter 2. Robust Coverage Control

work. Next, in Section 2.3, we introduce the biological attractor selection model. Then, in Sec-

tion 2.4, we propose a novel coverage maintenance protocol adopting the attractor selection model.

In Section 2.5, we evaluate the proposal through comparison with an existing protocol. In Sec-

tion 2.6, we discuss the robustness of the proposal against localization error. Finally, in Section 2.7,

we conclude this chapter.

2.2 Related Work

There are many proposals on coverage problem, but most of them use geometric algorithm in order

to estimate the degree of coverage. Based on the estimated degree of coverage, each sensor node

determines whether to monitor around or sleep. For example, CCP [23] adopts the so-calledKs-

Eligibility algorithm. First a sensor node identifies intersection points of borders of sensing areas

of neighbor sensor nodes using a geometric arithmetic. Then, the sensor node evaluates whether all

of intersection points inside its sensing area are inside sensing areas of more thanKs active sensor

nodes or not. Since CCP assumes the accurate location information and perfect circular sensing

area with radiusRs on all sensor nodes, it suffers from errors in the location information and the

irregularity of the size and shape of sensing area. In addition, for a sensor node to evaluate the

Ks-Eligibility algorithm, it has to obtain information about the location, sensing area, and state of

neighbor sensor nodes at the sacrifice of bandwidth and energy in message exchanges. To increase

the robustness against localization error, a location free coverage maintenance protocol is proposed

in [25]. The protocol adopts dominating set of graph theory, but it requires a sensing area to be

circular and a transmission range to be adjustable. CARES [24] is another location free proto-

col, where each sensor node stochastically and independently chooses its state based on a general

Markov model. However, sensor nodes must be uniformly distributed in the target region and the

shape of sensing area must be circular. In the actual environment, localization error amounts to

as much as several meters [45] and the shape of sensing area is not always circular at all. There-

fore, these existing schemes do not work well outside the ideal environment and an error tolerant

coverage control method is desired.
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2.3 Attractor Selection Model

The attractor selection model imitates the adaptive metabolic synthesis ofEscherichia colicells

to dynamically changing nutrient condition [44]. A mutant bacterial cell has a metabolic network

consisting of two mutually inhibitory operons, each of which synthesizes the different nutrient.

When a cell is in the neutral medium, where both nutrients sufficiently exist, mRNA concentrations

dominating protein production are at the similar level. This means that a cell can live and grow

independently of the nutrient, which the cell synthesizes. Once one of nutrients becomes insufficient

in the environment, the level of gene expression of an operon corresponding to the missing nutrient

eventually increases so that a cell can survive by compensating the nutrient. Although there is

no embedded adaptation rule as a signal transduction pathway, a cell can successfully adapt gene

expression in accordance with the surrounding condition.

In the attractor selection model, the dynamics of mRNA concentrationm1 andm2 are formu-

lated by following equations.

dm1

dt
=

s(A)

1 +m2
2

− d(A)m1 + η1 (2.1)

dm2

dt
=

s(A)

1 +m2
1

− d(A)m2 + η2 (2.2)

A (1 ≥ A ≥ 0) is the cellular activity such as growth rate and expresses the goodness of the current

behavior, i.e. the state of gene expression. Functionss(A) andd(A) are rational coefficients of

mRNA synthesis and decomposition, respectively. In [44],s(A) = 6A
2+A andd(A) = A are used.

ηi (i = 1, 2) corresponds to internal and external noise or fluctuation in gene expression.

Now let us explain the dynamics of mRNA concentrations following the attractor selection

model. An attractor is a stable state, where a nonlinear dynamic system reaches after an arbitrary

initial state. When the activityA is high, the nonlinear dynamic system formulated by the above

equations has one attractor wherem1 = m2 = m∗. Here,m∗ is a constant and larger than one.

When the sufficient nutrients are available, a cell grows well. Thus, a cell stays at the attractor

and generates either one of two nutrients. Next, we assume that the environment lacks the nutrient,

which a cell does not synthesize. Since it does not have the sufficient nutrient to grow, the activity
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decreases. When the activity becomes low, there appears two attractors, i.e.m1 = m∗ andm2 =

1/m∗, or m1 = 1/m∗ andm2 = m∗, where either one of mRNA concentrations is higher than

the other. Since the first two terms of the right side of Equations (2.1) and (2.2) are multiplied

by the activity, potential of attractors are shallow and dynamics is dominated by the noise terms.

Consequently,m1 andm2 begin to change at random. When the mRNA concentration of the

missing nutrient occasionally becomes large in a cell, the activity slightly increases as the cell can

live better. The increase in the activity makes the potential of the attractor deeper and the state of a

cell moves toward the attractor by entrainment. The activity further increases accordingly and the

influence of noise becomes smaller. Eventually, the state of a cell reaches an appropriate attractor

and stays there stably as far as the nutrient condition does not change.

The attractor selection model is a kind of meta-heuristics of optimization problem with dynam-

ically changing given conditions. In the model, possible solutions are defined as attractors of the

dynamic system by stochastic differential equations. An objective function to maximize is defined

as the activity. In the biological case, a bacterial cell adaptively selects one of solutions, i.e. syn-

thesis of either one of two nutrients, so that the cell can maximize its growth rate according to the

environmental nutrient condition. In our application of the attractor selection model to coverage

control, a sensor node selects one of two states, i.e. monitor around or sleep, to maximize the

activity defined as the degree of coverage in the target region.

2.4 Our Proposal

In this section, we first outline the basic behavior of our proposal. Then, we describe the attrac-

tor selection model adopted in our proposal and the definition of the activity in coverage control.

Finally, we describe the detailed behavior of sensor nodes in our proposal.

2.4.1 Overview

In this section, we consider a periodic monitoring application, where a sink collects sensing data

from sensor nodes at regular intervals as illustrated in Figure 2.1. We refer to the interval asdata

gathering intervaland the beginning of data gathering astiming of data gathering. We define
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Figure 2.1: Overview of our coverage control

the duration from then-th timing of data gathering until just before the(n + 1)-th timing of data

gathering as then-th round.

At each timing of data gathering, each sensor node, which was active in the preceding round,

transmits a message to a sink by single or multi-hop communication. A message consists of sensing

data and the information for the sink to estimate the degree of coverage of the target region. Since

we focus on coverage control, we do not assume any specific data gathering mechanism to collect

sensing data from sensor nodes. We also assume that the connectivity is maintained when the suf-

ficient coverage is achieved [23]. Using received messages, a sink evaluates the degree of coverage

of the target region. The way to evaluate the degree of coverage depends on the requirement of

application and the information that sensor nodes can provide. When any localization mechanism

is available at sensor nodes, the coverage is estimated based on the relative or absolute location of

sensor nodes. An identifier of objects that a sensor node monitors is also useful information when

a sink knows locations of the objects in the target region. In this case, each sensor node does not

need to know its own location. From the degree of coverage, a sink derives the activity.

Then, a sink disseminates the activity information over a wireless sensor and actuator network

by using any efficient dissemination mechanism, e.g. flooding, gossiping, or tree-based. Not only

sensor nodes that are active in the preceding round but one whose sleep timer expires at the timing of

data gathering receive the activity. Sensor nodes that receive the activity decide whether to be active
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or sleep using the attractor selection model-based state selection mechanisms described below. If a

sensor node decides to be active, it starts monitoring its surroundings. Otherwise, the sensor node

sets its sleep timer at multiples of data gathering interval and sleep immediately.

2.4.2 Extended Attractor Selection Model

In our proposal, we use the following attractor selection model, which is introduced in [46] for

adaptive ad-hoc network routing.

dm1

dt
=

syn(α)

1 +m2
2

− deg(α)m1 + η1 (2.3)

dm2

dt
=

syn(α)

1 +m2
1

− deg(α)m2 + η2 (2.4)

and

syn(α) = α× (β × αγ + φ∗) (2.5)

deg(α) = α (2.6)

This model has two attractors, i.e.m1 > m2 or m2 > m1. β (> 0) is a parameter related to the

stability of attractor andγ (> 0) is a parameter related to the speed of convergence.φ∗ is a constant

for the dynamic system to have stable attractors and we use1/
√
2. α (1 ≥ α ≥ 0) is the activity

derived from the degree of coverage. The derivation of the activity will be explained in the next

Section.

2.4.3 Derivation of Activity

In our proposal, as stated in Section 2.4.1, any estimation algorithm of the degree of coverage can

be adopted. Therefore, our proposal does not necessarily need coordinates of sensor nodes, and

identifiers of their installation locations, e.g. room number and landmark number, can be substi-

tuted for this algorithm. In this chapter, we consider the following derivation for the sake of easy

implementation and comparison.
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First, the target region is divided into small regions of1 [m]×1 [m], which is calledpatch. In the

target region ofxt [m]×yt [m], a patch at the columnx (xt ≥ x ≥ 1) and the rowy (yt ≥ y ≥ 1) is

indicated by(x, y). The degree of coverageC(x, y) of patch(x, y) is approximated by the number

of active sensor nodes whose sensing area covers a center of patch(x, y).

Guaranteeing any point of the target region to be monitored byk active sensor nodes is called

k-coverage. When an application requiresk-coverage, the sensing ratioS (1 ≥ S ≥ 0) of the

whole target region is derived by the following equation.

S =

∣∣{(x, y) | C(x, y) ≥ k}
∣∣

xtyt
(2.7)

The sensing ratioS does not take into account the excess and deficiency in monitoring, that is,

whether a patch is in the sensing area of more or less thank active sensor nodes. Therefore, coverage

control using the sensing ratioS as the activityα leads to the waste of energy or deficient coverage.

To solve this problem, we formulate the excess and deficiency ratioE (≥ 1) for the whole region.

E =

∑xt
i=1

∑yt
j=1 |C(i, j)− k|
xtyt

+ 1 (2.8)

Then, the activityα for the whole target region is derived as follows.

α =
S

max{1, wE}
, (2.9)

where largerw (1 ≥ w > 0) leads to more efficient control with less active sensor nodes, but it

becomes difficult for sensor nodes to reach solutions, which are deficient or redundant coverage.

Operator “max” is introduced to prevent the activity from exceeding one. We call the activity

derived in Equation (2.9) theglobal activity.

For fine-grained control, we can also define the area activity using the sensing ratio per small

areas of the target region. In this case, the target region is divided into some sub-areas ofxs [m]×

ys [m], wherexs andys are divisors ofxt andyt. A sub-area at the columnx and the rowy is

indicated by(x, y), wherext/xs ≥ x ≥ 1 andyt/ys ≥ y ≥ 1. The sensing ratioS′(x, y) of
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sub-area(x, y) is derived by the following equation.

S′(x′, y′) =
∣∣{(x, y) | C(x, y) ≥ k, (2.10)

(x′ − 1)xs + 1 ≤ x ≤ x′xs,

(y′ − 1)ys + 1 ≤ y ≤ y′ys}
∣∣/xsys

We formulate the excess and deficiency ratioE′(x, y) (≥ 1) for the sub-area(x, y) as follows.

E′(x, y) =

∑xxs

i=(x−1)xs+1

∑yys
j=(y−1)ys+1 |C(i, j)− k|
xsys

+ 1 (2.11)

Then, the activityα′(x, y) of the sub-area(x, y) is given as follows.

α′(x, y) =
S′(x, y)

max{1, wE′(x, y)}
(2.12)

The activity derived by Equation (2.12) is called the area activity. In the case of the area activity-

based control, a sink evaluates all area activitiesα′(x, y) in Equation (2.12) and a message from a

sink contains all area activities. A sensor node uses the area activity of a sub-area in which the sensor

node considers to be located. It implies that a sensor node with inaccurate location information uses

the area activity of an inaccurate sub-area.

2.4.4 Node Behavior

A sensor node has three states, i.e. active, sleep, and intermediate as illustrated in Figure 2.2. In

each state, a sensor node behaves as follows.

Active state: A sensor node monitors its sensing area by turning and keeping sensor modules

on and transceiver modules off for the fixed periodIs (> 0) [s], which is calledsensing interval.

When the timing of data gathering arrives, a sensor node turns on transceiver modules and sends

sensing data toward the sink. Then, it moves to the intermediate state.

Sleep state:A sensor node turns and keeps all modules off to save its battery. When a sleep

timer expires, a sensor node turns on transceiver modules and moves to the intermediate state.
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Active Sleep Intermediate 
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Figure 2.2: State diagram of our coverage control

Intermediate state: A sensor node waits for receiving a feedback message from the sink during

the fixed periodIw (> 0) [s], called intermediate interval. The feedback message contains the

activityα, which reflects the degree of coverage. The node evaluates two equations in Section 2.4.2

to updatem1 andm2 using the received activity. In this chapter, we assume that above-mentioned

transactions are finished within the constant timeIw. Using updatedm1 andm2, sensor nodes

select the next state as following. In case ofm1 > m2, the sensor node moves to the active state.

On the other hand, in case ofm2 ≥ m1, the sensor node sets its sleep timer asIs + l × (Is + Iw)

and moves to the sleep state.l (> 0) is a control parameter which is randomly chosen with uniform

distribution between0 and4 to avoid synchronous behavior of sensor nodes.Is + Iw corresponds

to the data gathering interval introduced in Section 2.4.1.

Next we briefly explain how a sensor node behaves in message transmission in simulation. In

the case of a sensor node which was in the active state in the preceding round, it participates in both

data gathering and feedback dissemination as illustrated in Figures 2.3 and 2.4. At the end of active

periodIs, the timing of data gathering comes. Although mechanisms of data gathering and feedback

dissemination are out of scope of this chapter, we here consider a tree-based routing. A sensor node

located ati hop from a sink receives messages from its child sensor nodes and aggregates their

sensing data with its own. Then, it sends a message containing aggregated sensing data to its parent

sensor node located at(i− 1) hop from a sink and moves to the intermediate state.

During feedback dissemination, a sensor node located ati hop from a sink first receives a feed-

back message from its parent sensor node during the intermediate intervalIw. Then, it broadcasts

the message to its child sensor nodes located at(i + 1) hop from a sink and determines the next

– 18 –



Chapter 2. Robust Coverage Control

Figure 2.3: Behavior of a sensor node oni-hop when its preceding state is active

Figure 2.4: Behavior of a sensor node oni-hop when its preceding state is sleep

state. On the contrary, when a sensor node located ati hop from a sink was in the sleep state in

the preceding round, it does not send sensing data. It wakes up at the timing of data gathering

and immediately moves to the intermediate state. Next, it receives a feedback message from its

parent sensor node, which was in either of the active or sleep state in the preceding round. Then, it

forwards the message to its child sensor nodes and makes a decision on the next state.
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2.4.5 Advantages

Our proposal has advantages over existing protocols, which require a sensor node to obtain the

information of neighbor sensor nodes, i.e. location and state. First, our proposal is more robust

against the inaccuracy of location information and the irregularity or uncertainty of sensing area

than others. In our proposal, a sensor node only requires the degree of coverage of the whole target

region or the located area. Even if the derivation of the degree of coverage at a sink uses location

information of sensor nodes, the influence of localization error can be mitigated by considering the

degree of coverage over the whole target region or the area of a certain size.

Second, our proposal requires less energy in coverage control than others. In other existing

proposals, so that a sensor node can appropriately determine the next state using a geometric algo-

rithm, it has to collect sufficient amount of information by receiving many messages from neighbor

sensor nodes. Although a sensor node only needs to broadcast a message once to inform neigh-

bor sensor nodes of its information, such message exchanges must be done in addition to regular

message transmission for data gathering. On the other hand, our proposal only requires a sensor

node to obtain the activity for selecting its sensing state. A sensor node only needs to transmit one

message for data gathering and one more for feedback dissemination. Therefore, a sensor node can

effectively turn off its transceiver for longer duration than others. These advantages of our proposal

will be proved by simulation in the next Section.

2.5 Simulation Experiments

In this section, we first explain error models, i.e. localization error and shape error. Simulation

results follow to compare our proposal with CCP in terms of the sensing ratio, the number of active

sensor nodes, the redundancy ratio, the contribution ratio, and the energy consumption.

2.5.1 Localization Error

Based on [47], we consider a simple model of localization error. The amount of error is uniformly

distributed between−u andu, whereu is the maximum error in meter. Then, erroneous coordinates
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of a sensor node at geographical coordinates(x, y) is given at random in the area of(x− u, y − u)

as the left bottom corner and(x+ u, y + u) as the right top corner.

In our proposal, a sink evaluates the global or area activity with wrong location information

received from neighbor sensor nodes. Therefore, the activity notified to sensor nodes is different

from the actual degree of coverage. On the other hand, a sensor node with CCP calculates intersec-

tions of sensing areas based on wrong location information. Therefore, theKs-Eligibility algorithm

would give a wrong answer.

2.5.2 Shape Error

Since there is no model of the irregularity of sensing area, we adopt the model of the irregularity

of radio propagation introduced in [48]. RIM (Radio Irregularity Model) models the variation in

the received signal strength under the influence of heterogeneous energy loss. In wireless commu-

nication, the signal strength decreases in accordance with the distance from the transmitter. The

following is the commonly used model to estimate path lossL [dBm] [4].

L = C + 10n log10 d, (2.13)

whereC is a constant andn expresses the quality of transmission path. Parameterd is the distance

between the transmitter and the receiver. Then, RIM introduces the irregularity in path loss as:

R = T −DOIAdjustedPathLoss+ F, (2.14)

DOIAdjustedPathLoss = L×Ki. (2.15)

R represents the received signal strength andT corresponds to the transmission power.F corre-

sponds to the fading effect.Ki implements the difference in path loss at thei-th degree.Ki is given
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Figure 2.5: Shape of irregular sensing area

by the following equation:

Ki =

 1, if i = 0

Ki−1 ± rDOI, if 360 > i > 0 ∧ i ∈ N
(2.16)

where DOI ≥ |K0 −K359|.

Here,DOI (Degree Of Irregularity) is the coefficient of the irregularity.r is a random number

following the Weibull distribution.

For example, we depict the impact of differentDOI in Figure 2.5. Each shape shows the

border of region where the received signal strength exceeds a certain threshold. As can be seen,

DOI = 0 gives a circular shape. AsDOI increases, the shape becomes more irregular. We first

set parameters of RIM appropriately to obtain the regular circle shape of the desired sensing radius

and then changeDOI to see the influence of irregularity in simulation experiments.

2.5.3 Energy Model

We define the energy model based on MICAz [49, 50]. CPU consumes8 [mA] when it is on

and15 [uA] when it is off. A transceiver module consumes19.7 [mA] in listening a channel and

receiving a message and17.4 [mA] in transmitting a message. A sensor module consumes10 [uA]

when it is on and0 [uA] when it is off. When a sensor module monitors objects, CPU is activated

as well. We assume that a sensor node runs on two AA batteries of3 [V].

As explained in Section 2.4.4, we consider a tree-based routing for data gathering and feedback
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dissemination. In data gathering, a sensor node receives sensing data from its child sensor nodes,

generates the aggregated data of the same size of a single sensing data, and sends it to a parent

sensor node. In disseminating feedback messages, a sensor node receives a message containing the

activity from its parent sensor node and broadcasts it to all child sensor nodes.

2.5.4 Simulation Setting

We distribute about 10,000 sensor nodes in the square target region. A sink is located in the center of

the target region. In the case of the global activity-based control, 10,000 sensor nodes are randomly

deployed in the target region of500 [m] × 500 [m]. In the case of the area activity-based control,

we first set the size of a sub-area and then determine the size of the target region as the multiple

of a sub-area around500 [m], while keeping the density 0.04[node/m2]. For example, when the

size of sub-area is15 [m] × 15 [m], 10,404 sensor nodes are distributed in the target region of

510 [m] × 510 [m]. An application requires1, 2, or 3-coverage (k = 1, 2, or 3). Data gathering

interval(Is + Iw) is set at10 [s]. Sensing intervalIs is 9 [s] and wakeup intervalIw is 1 [s]. At the

beginning of a simulation run, all sensor nodes are in active state.

In our proposal, bothm1 andm2 are initialized to 1 and the initial activity is initialized to 0.

Parameterβ andγ are set at 2.5 and 1.2, respectively. Weightw is set at 0.5. The parameterl of

rounds of sleep state in our proposal is randomly chosen between0 and4 with uniform distribution.

These parameters are selected through preliminary experiments. In CCP, HELLO interval, SLEEP,

WITHDRAW, JOIN, and LISTEN timers are set at1 [s], 10 [s], 1 [s], 1 [s], and1 [s], respectively.

Regarding details of these parameters, refer to [23]. For the purpose of comparison, we define

ACTIVE and JOIN state of CCP as active state.

The communication rangeRc is set at20 [m]. We use our own simulator and we assume the

ideal communication environment. That is, there is no loss or delay of message. The shape of

sensing area is a circle of radiusRs = 10 [m] and identical among sensor nodes under the condition

without shape error. In our proposal, a sink assumes the circular sensing area with radius10 [m]

and believes the location information reported by sensor nodes in derivation of the activity. In CCP,

intersection points between borders of sensing areas of neighbor sensor nodes are calculated under
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the assumption that there is neither localization error nor shape error. For evaluation of the tolerance

to localization error, we change the maximum location erroru from 0 [m] to 10 [m], e.g. GPS-based

localization. For evaluation of the tolerance to shape error, we changeDOI from 0 to 0.03.

2.5.5 Performance Measures

As performance measures, we use the number of active nodesN , the contribution ratioB, the

redundancy ratioU , and the energy consumptionO. The contribution ratioB indicates the degree

of contribution of an active sensor node to coverage.B is derived as,

B =
M × S

N
[m2], (2.17)

whereM [m2] is the size of target region andS is the sensing ratio derived by Equation (2.7) with

the accurate coordinates and sensing area. Therefore, the contribution ratio represents the average

area that an active sensor node is responsible for monitoring. The larger contribution ratio means

that sensor nodes are more efficiently monitoring.

Next, we define the redundancy ratioU as the averaged extra-degree of coverage per patch for

achievingk-coverage. The redundancy ratio is derived as:

U =

∑xt
i=1

∑yt
j=1 Z(C(i, j))∣∣{(x, y) | C(x, y) ≥ k}

∣∣ (2.18)

and

Z(x) =

 x− k + 1, if x ≥ k

0, if x < k
(2.19)

where the target region isxt [m]× yt [m] and the coverageC(x, y) of patch(x, y) is approximated

by the number of active nodes that has a center of patch(x, y) in its own sensing area. Therefore,

the larger redundancy ratio means that too many nodes are in the active state.

Finally, the energy consumptionO is derived using our energy model described in Section 2.5.3.
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We take into account state-dependent energy consumption and energy consumed in message trans-

mission and reception. We should note here that the overhead related to management of location

information is not considered in the evaluations. First, we assume that a sink obtains identifiers and

location-related information from all sensor nodes in advance. We further assume that both of CCP

and our proposal adopt the same localization technique. Messages sent from a sensor node contain

its identifier, whose size is small enough. As a result, the amount of overhead regarding manage-

ment of location information is almost the same among CCP and our proposal and the difference

is negligible. Influences of inaccuracy in location information are taken into account in the energy

consumptionO, since inaccurate location information affects states of sensor nodes and the amount

of message transmission.

2.5.6 Basic Evaluation

First we compare our proposal with CCP under the ideal environment, where there is neither local-

ization error nor shape error. In Figure 2.6, the x-axis indicates the width and height of a sub-area,

i.e. xs andys, for the area activity-based control.xs = ys = 500 [m] corresponds to the case of the

global activity-based control where the target region is not divided into any sub-area. The y-axis

shows the sensing ratio derived by Equation (2.7). When there is no error, CCP accomplishes the

sensing ratioS of 1.0 fork = 1, 2, and3 as shown in Figure 2.6(a).

Under the ideal environment, sensor nodes can accurately estimate the degree of coverage inside

sensing areas of themselves. Figure 2.6(b) shows that the percentage of active sensor nodes with

CCP increases almost in proportional to the required coverage. In spite of a deterministic and

geometric algorithm of CCP, the redundancy ratio is higher than2 and up to3.2 as shown in Figure

2.6(c). Even if an uncovered area inside a sensing area of a sensor node is small, a sensor node

becomes active state to cover the area. This results in the redundant coverage of the other area which

is already covered. However, such redundancy is unavoidable for the irregularity of deployment of

sensor nodes and the shape of sensing area.

Compared to CCP, the sensing ratio with our proposal is lower especially when the size of

sub-area is large as shown in Figure 2.6(a). Our proposal adopts the meta-heuristic algorithm, i.e.
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(a) Sensing ratio (b) Percentage of active sensor nodes

(c) Redundancy ratio (d) Contribution ratio

Figure 2.6: Comparison without localization and shape errors

attractor selection model, to find a solution. As such, the size of search space affects the optimality

of the found solution. In case of the global activity-based control, the number of combinations of

state of sensor node is as large as210000. In addition, a state of a sensor node does not influence

others very much. Therefore, our proposal often falls into local optimal. However, as the size

of sub-area decreases, the sensing ratio of our proposal approaches1. When the size of sub-area

is smaller, the number of sensor nodes per sub-area decreases. As a result, the size of solution

space becomes smaller and there appears stronger interdependency among state of sensor nodes.

In other word, with the smaller size of sub-area, sensor nodes can find better solution, which has

higher sensing ratio and less redundancy ratio. In general, when a sensor node selects the active
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state, it increases both of the sensing ratio and the redundancy ratio. When the sensing ratio is low,

an increase in the sensing ratio increases the activity more than the decrease caused by increased

redundancy ratio. It is a reason that there are more active sensor nodes with smaller sub-areas in

Figure 2.6(b) fork = 2 and3. On the other hand, whenk is 1, even with a small sub-area, it is hard

for an additional active sensor node to increase the sensing ratio, which is already high enough.

Therefore, the coverage control moves toward reducing the redundancy ratio to increase the activity

as shown in Figure 2.6(c).

Regarding the contribution ratio, a smaller sub-area leads to the higher contribution ratio. As

shown in Figure 2.6(d), whenk is 2 or 3, our proposal can achieve higher contribution ratio than

CCP in any size of sub-area. On the contrary, whenk is 1, CCP achieves higher contribution ratio

than our proposal in almost all size of sub-area. Whenxs andys are500 [m] andk is 1, 2, or

3, about 22 percent of sensor nodes becomes active state. In comparison with CCP, in case of

k = 1, the number of active sensor nodes is redundant to achieve the perfect1-coverage (k = 1). In

addition, due to the low optimality of the found solution, our proposal achieved less sensing ratio

than CCP. Because of low sensing ratio and redundant active sensor nodes, our proposal achieves

less contribution ratio than CCP. Using smaller sub-areas, our proposal can find better solutions, i.e.

achieving higher sensing ratio by less active sensor nodes. In particular, whenk is 1 andxs andys

are5 [m], the number of active sensor nodes in our proposal drops to below CCP, and the magnitude

relation of contribution ratio is reversed. In addition, whenk is 2 and3, the number of active sensor

nodes increases unlike whenk is 1, but the sensing ratio also more increases. Therefore, higher

contribution ratio can be achieved as sub-areas become smaller.

2.5.7 Influence of Localization Error

In this section, we compare CCP and two variants of our proposal, i.e. the global activity-based

control and the area activity-based control whose sub-area size is set at10 [m] × 10 [m], under the

influence of localization error. For the sake of argument about the origin of the error tolerance of

our proposal, we show the results of CCP with the center-point control in addition to the results

of original CCP. We call the original CCP “distributed-CCP” and the CCP with the center-point
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(a) Sensing ratio (b) Number of active sensor nodes

(c) Redundancy ratio (d) Contribution ratio

Figure 2.7: Influence of localization error (global activity)

control “centralized-CCP”. In the centralized-CCP, a sink collects the sensing state and location-

related information from all sensor nodes and conducts theKs-Eligibility algorithm for each of

the sensor nodes. Then, the determined state is sent back to each sensor nodes. To ignore the

influence of shape error,DOI is set at zero. Figures 2.7 and 2.8 summarize results averaged over

10 simulation runs.

Figure 2.7(a) shows the average sensing ratioS of the global activity-based control against the

different degreeu of localization error. In the figure, it is obvious that neither our proposal nor

distributed-CCP is affected by localization error. In our proposal, a sink calculates the activity from

collected sensing data. Since the effect of localization error is averaged over the whole region, the
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derived activity is not seriously affected by localization error. On the contrary, distributed-CCP uses

geometric and deterministic algorithm, and as such state selection heavily depends on the accuracy

of location information. Nevertheless, distributed-CCP keeps the high sensing ratio. The reason is

that localization error and wrong state selection are compensated by the increased number of active

sensor nodes and the higher redundancy as shown in Figures 2.7(b) and 2.7(c).

In CCP, localization errors contribute to both of increase and decrease in the number of active

nodes. When a sensor node wrongly considers that a neighbor sensor node is far and there is no

overlap between their sensing areas by localization error, it is likely to become active to monitor

intersections which seem to be uncovered. At the same time, localization error makes a sensor node

consider a further neighbor to be located close. Consequently, the affected node is likely to move

to the sleep state. In the case of the distributed-CCP, a decision of a sensor node is affected only

by neighbor sensor nodes within its communication range. From results of the distributed-CCP in

Figure 2.7(b), localization error results in the increase more than the decrease. On the contrary, in

the case of the centralized-CCP, a sensor node is further affected by localization error of a sensor

node whose actual location is out of its communication range. The actual sensing area of such a

distant sensor node does not overlap with the sensing area of the sensor node. Therefore, even if

the distant sensor node is considered to be located further by localization error, it does not influence

a decision of the sensor node at all. However, when the sensor node considers the distant sensor

node is located closer to itself by localization error, it would move to the sleep state. As a result,

the number of active sensor nodes becomes smaller than that of the distributed-CCP. Since the

increase and decrease are occasionally balanced for uniformly random distribution of sensor nodes,

the number of active sensor nodes becomes constant against localization errors.

As a result, the redundancy ratio with the centralized-CCP becomes smaller than the distributed-

CCP (Figure2.7(c)) and the centralized-CCP is more prone to the localization error than the distributed-

CCP in terms of the sensing ratio (Figure2.7(a)). Similarly, in our proposal, the derived activity is

not also seriously affected by localization error by averaging error over the whole region, we can

achieve the similar performance without increasing the number of active sensor nodes.

To evaluate the efficiency of coverage control, Figure 2.7(d) shows the contribution ratioB
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against the different degree of localization error. As can be expected from Figure 2.7(b), the con-

tribution ratio of distributed-CCP decreases as the maximum localization error increases. For ex-

ample, when an application requires1-coverage (k = 1), the global activity-based control accom-

plishes more efficient coverage control than CCP with maximum localization erroru of 6 meters

or more. When an application requires2 or 3-coverage (k = 2 or 3), our proposal always outper-

forms both the distributed-CCP and the centralized-CCP in terms of the contribution ratio. When

we divide the target region into sub-areas whose size is10 [m] and apply the area activity-based

control, we can achieve higher sensing ratio than the global activity-based control. Especially, in

the case ofk = 1, the similar degree of sensing ratio can be achieved with the smaller number of

active sensor nodes. Moreover, the area activity-based control outperforms both distributed-CCP

and centralized-CCP in terms of the contribution ratio while the sensing ratio is sufficiently high

such as more than 0.8.

However, the sensing ratio gradually decreases as the localization error increases. In comparison

with the global activity-based control, the redundancy ratio is lower and the contribution ratio is

higher with the area activity-based control (compare Figure 2.7(c) with Figure 2.8(c), Figure 2.7(d)

with Figure 2.8(d)). It implies that an uncovered patch has less chance to be covered by a nearby

active sensor node than with the global activity-based control. However, even if there is the high

localization error, the area activity-based control can achieve the sensing ratio similar to or better

than the global activity-based control.

From the above results, we can conclude that our proposals are more robust than distributed-

CCP. Although centralized-CCP exhibits the similar robustness in the number of active nodes to our

proposal due to the center-point control, our proposal is superior to centralized-CCP. Further dis-

cussions will be given in Section 2.6. Although distributed-CCP can maintain sensing ratio close to

one against localization error, the number of active sensor nodes considerably increases. It depletes

batteries and shortens the lifetime of a sensor network. Although sensing ratio is slightly lower with

the area activity-based control than distributed-CCP even without localization error. The number

of active sensor nodes does not change much and we can expect the similar lifetime under the in-

fluence of localization error, which is quite common in the actual environment. When we consider

such applications that do not always require sensing ratio of 100%, e.g. precision agriculture and
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(a) Sensing ratio (b) Number of active sensor nodes

(c) Redundancy ratio (d) Contribution ratio

Figure 2.8: Influence of localization error (area activity)

environmental monitoring, our proposal is more practical and useful than distributed-CCP.

2.5.8 Influence of Shape Error

Figure 2.9 evaluates the influence of shape error on the sensing ratio under the condition without

localization error. As shown in the figure, the sensing ratio decreases independently of protocols

and their order does not change against the degree of irregularity. When there are shape errors,

a patch considered to be inside the ideal and circular sensing area of an active sensor node is not

always inside the actual and irregular sensing area. It leads to decreasing the sensing ratio. On the

other hand, even if a patch is covered by a distant active sensor node whose actual sensing area
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(b) 2-coverage (k = 2)
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(c) 3-coverage (k = 3)

Figure 2.9: Influence of shape error

contains the patch, it does not contribute to the sensing ratio calculated at a sensor node or a sink.

It is because another node whose circular sensing area contains the patch decides to become active

state for insufficient coverage from a viewpoint of the sensor node and the patch becomes covered

anyway. As a result, the shape error causes deterioration of sensing ratio.

2.5.9 Evaluation of Energy Consumption

Finally, we evaluate energy consumption of our proposal and CCP. Figure 2.10 shows the aver-

aged energy consumption per sensor node over 10 simulation runs against time for cases with and
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Figure 2.10: Energy consumption

without localization error. Results of our proposal with and without localization error overlap with

each other. This is because the number of active sensor nodes does not increase even with high

localization error. A reason why the global activity-based control requires more energy than the

area activity-based control fork = 1, similar energy fork = 2, and less energy fork = 3 is that it

requires more, similar number of, and less active sensor nodes fork = 1, 2, and3, respectively as

shown in Figures 2.7 and 2.8. On the contrary, in the case of CCP, localization error depletes more

energy for the increased number of active sensor nodes (see Figures 2.7 and 2.8). For1-coverage

(k = 1), the amount of energy consumption with localization error becomes1.35 times as much
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as that without localization error, whereas the number of active sensor nodes increases by about

1.8-fold.

Independently of the required coverage, it is apparent that our proposal consumes only between

one sixth and one third energy of CCP. The primary reason lies in less communication overhead

of our proposal. Our proposal does not involve any additional communication among sensor nodes

except for dissemination of activity. Therefore, sensor nodes can turn off transceiver modules ex-

cept for data gathering and feedback dissemination and hold down energy consumption. On the

other hand, CCP consumes energy in the listen mode of transceivers for information exchanges and

state transitions. To evaluate theKs-Eligibility and confirm state transition, a sensor node has to

keep a transceiver module listening a channel for longer duration than our proposal. Furthermore,

CCP requires a larger number of sensor nodes to be active than our proposal when there is a large

localization error. Because of the smaller energy consumption, our proposals can accomplish the

longer lifetime of sensor network than CCP. For example, although the sensing ratio with the area

activity-based control is about0.8 for k = 3 andu = 10 [m] as shown in Figure 2.8(a), the lifetime

of a sensor network is about six times as long as that with CCP.

2.6 Discussion

As seen in the results of centralized-CCP, center-point control leads to the robustness against local-

ization error in the number of active sensor nodes. This results in the higher contribution ratio of the

centralized-CCP than that of the distributed-CCP. Since our proposal adopts a kind of center-point

control, where the activity, expressing the degree of coverage of the whole region or each sub-area,

is derived at a sink, they have the similar robustness. However, the center-point control alone is not

sufficient to explain the reason of higher performance of our proposal than the CCP-based control

schemes. A reason that our proposal can outperform the CCP-based schemes by the smaller number

of active sensor nodes is in the bio-inspired algorithm. CCP relies on the deterministic and rigorous

algorithm, aiming at the perfect coverage. As a result, many sensor nodes are forced to be active

to fully fill out the region with active nodes. For example, a sensor node decides to become the

active state to cover a small void, whose size is less than1
10 of the sensing area. On the contrary,
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the bio-inspired algorithm is more flexible and relaxed. A single scalar, called the activity, is used

to express the degree of coverage of the whole region or each sub-area in a rough and vague man-

ner. In addition, each sensor node decides its state stochastically and autonomously. As such, the

number of active sensor nodes is efficiently reduced while leaving some voids are uncovered with

our proposal and the sensing ratio is sacrificed to some extent.

2.7 Summary

In this chapter, by adopting the attractor selection model of adaptive behavior of biological systems,

we proposed an error-tolerant and energy-efficient coverage control and showed that our proposal

can achieve the sensing ratioS of up to0.98 and prolong the life time of the network up to6-fold

by comparison with CCP.

– 35 –





Chapter 3

Robust Device Assignment Control

against Parameter Setting

Many researchers have been attracted by wireless sensor and actuator networks (WSANs) for its

wide range of applications. In WSANs, embedded sensors detect and conjecture environmental

and personal conditions and actuators provide users with information services and environmen-

tal control which are suited for time, place, occasion, and people. Since it apparently is wasteful

and redundant to deploy an independent WSAN for each of envisioned applications, building a

multi-purpose WSAN consisting of heterogeneous sensors and actuators and sharing them among

applications are considered promising. However, we need a mechanism to effectively share avail-

able resources among concurrent applications while taking into account application requirements

and resources. Although there are several proposals on centralized or deterministic device assign-

ment mechanisms, they suffer from difficulty in designing an appropriate set of rules with fine-tuned

parameters. In this chapter, we propose a fully distributed and self-organizing device assignment

mechanism by adopting a response threshold model, which imitates division of labors in a colony

of social insects. Our proposal does not require deterministic and complicated rules and appropriate

device assignment emerges as a consequence of autonomous decision of individual nodes. Through

simulation, we confirm the our proposal accomplishes as effective device assignment as an existing

deterministic mechanism and our proposal is less sensitive to parameter setting errors.
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3.1 Introduction

In recent years, many researchers have been actively working in the field of wireless sensor and

actuator networks (WSANs) [2]. A WSAN consists of embedded sensors, e.g. thermometer, hy-

grometer, and motion sensor, that detect and obtain environmental and personal conditions and

actuators, e.g. heater, cooler, buzzer, light, and switch, that control environment and machinery. By

distributing nodes with appropriate sensors and/or actuators at appropriate locations in an area, e.g.

field, building, and room, and organizing a network by wireless multi-hop communication, a variety

of applications can be provided in the area. We hereafter call sensors and actuators ‘devices’ and

a ‘node’ corresponds to an equipment with CPU, memory, wireless transceiver, and one or more

devices.

In general, WSANs are constructed and managed in an application-oriented manner to answer

specific requirements of an individual application. Therefore, nodes are deployed for a specific

application and they are not shared with others. For example, both of WSANs for illumination

control and intrusion detection employ nodes with a motion sensor to detect location of people and

nodes with a switch to turn on or off a light. Although applications use the same kind of devices

in the same way, their WSANs are made of dedicated nodes and independent from each other with

current form of deployment. It is apparently redundant and wasteful. Furthermore, an application-

oriented deployment requires previous knowledge about the operational environment and careful

planning of types and locations of nodes to place. However, it is impossible to predict all events

that may occur in the area and make WSANs well prepared for unpredictable events.

Considering above-mentioned issues, interests of researchers are shifting from aspecial pur-

pose WSANto a multi-purpose WSANwhere multiple concurrent applications are running over a

single WSAN [5]. In a multi-purpose WSAN, heterogeneous nodes are deployed in the area and ap-

plications employ those nodes with desired devices. The first challenge exists in the heterogeneity

in node architecture [31,51], which makes application implementation and interoperation of nodes

difficult. As an example of solution of the challenge, SOA (Service Oriented Architecture) pro-

vides an application with a common interface with nodes having different architecture [31, 52].

Once heterogeneous nodes can be handled through the common interface, another challenge arises
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in selection of nodes and devices [6, 7]. For example, in starting an intrusion detection application

in the area where an illumination control application already exists, is it better to use the node with a

motion sensor that the illumination control application is using? If they share the node, other nodes

with a motion sensor can sleep and save energy and network bandwidth. A decision on device as-

signment must be made taking into account a variety of conditions, e.g. the degree of device sharing

and the amount of residual energy, and it is not trivial. For this purpose, there are several proposals

on dynamic device assignment [53, 54], but they usually employ rule-based mechanisms. As such,

as a WSAN becomes large and the number and heterogeneity of applications increase, they will

suffer from difficulty in making an appropriate set of rules without contradictions.

In [27], to effectively share available resources among concurrent applications while taking into

account application requirements and resources, we presented a basic idea of fully-distributed and

self-organizing device assignment mechanism where each node determines whether to offer its own

devices to an application or not. Results of preliminary simulation experiments showed that nodes

and devices were appropriately selected taking into account the amount of residual energy and the

degree of contribution to applications. In this chapter, we improved our mechanism by incorpo-

rating with SPAN [55] to efficiently share nodes engaged in message relaying among applications

and simplifying a decision making algorithm to make parameter setting easier. In our proposal, the

minimum connectivity is maintained by SPAN, where a set of coordinator nodes constructs a for-

warding backbone. Once a need for device assignment occurs, a request message is disseminated

from a request node of an application to all nodes through a forwarding backbone. On receiving the

request, each node determines whether to offer its devices to the application or not. The decision is

sent back to the request node through the forwarding backbone.

For autonomous decision making without deterministic if-then type of rules, we adopt a re-

sponse threshold model [56], which imitates a mechanism of division of labors in a colony of social

insects. In a colony, each individual decides to be engaged in a task without any centralized control

and the number of workers is dynamically adapted in accordance with the demand of the task. In

our proposal, a request message advertised by a request node expresses the demand intensity to

stimulate nodes to offer their devices. A request node does not appoint nodes to offer their devices
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as existing mechanisms do. Instead, each node has has the right to make a decision of device as-

signment in our proposal. Furthermore, device assignment is performed stochastically at a node.

Therefore, our proposal is not deterministic. As such, as will be verified in the chapter, our pro-

posal is less sensitive to parameter setting than the existing mechanism. It implies that our proposal

can be used in the area where a variety of applications emerge and their requirements dynamically

change.

The remainder of this chapter is organized as follows. First, in Section 3.2, we describe related

work. Next, in Section 3.3, we describe application scenario that our proposal assumes. Then,

in Section 3.4, we propose a mechanism for a node to autonomously decide whether it assigns

its devices to an application or not. In Section 3.5, we show results of simulation to evaluate our

proposal and compare it with an existing mechanism. Finally, in Section 3.6, we provide concluding

remarks.

3.2 Related Work

The heterogeneity of node architecture makes application implementation and node management

difficult. There are several proposals to deal with heterogeneous nodes through the common inter-

face [31,51]. For example, TinySOA, which is based on the concept of SOA [52], allows application

developers to write application programs without concerning differences in node architecture, OS,

and programming languages.

To share sensors among multiple applications, TinyONet is proposed in [30]. The main focus of

TinyONet is reuse of sensing data gathered at a sink. When a sink receive a request for assignment

of sensors from an application, it organizes a slice, i.e. a group of virtual sensors. A virtual sensor

is a representative of a physical node and it provides an application with cached sensing data. From

a viewpoint of an application, a dedicated sensor network is tailored over heterogeneous sensors,

from which it can collect required sensing data at the desired frequency. Since a virtual sensor is a

cache, it is possible to accommodate multiple applications without putting extra load on a physical

sensor network. However, TinyONet assumes that sensing data are collected from all sensor nodes

at regular intervals, which should be the minimum among all applications. That is, it is energy and
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bandwidth consuming. Furthermore, it does not consider actuators.

VSN (Virtual Sensor Network) is another example of a mechanism to overlay application-

oriented virtual networks over physical WSANs [57]. In their proposal, a VSN can consist of

nodes belonging to different WSANs. A VSN is a single network of tree topology and all messages

are exchanged over the tree. Although VSN realizes service-oriented and inter-WSAN overlay

networking, it is inefficient to concentrate all traffic at a single tree. Furthermore, when there are

multiple concurrent applications, there exist multiple and independent VSN trees in the area.

Regarding on-demand selection of nodes which offer devices or functions to an application,

mechanisms for generic role assignment are proposed in [53,54]. In their framework, an application

developer injects a role specification to a WSAN through a gateway. A role specification defines

roles and rules to assign roles to nodes. Rules are in the form of Boolean expression, i.e. if-the-else

statement. A specification is disseminated in a WSAN and a node receiving it decides whether to

play a role or not in accordance with the specified rules and its properties. As far as rules are well

defined, roles are assigned to appropriate nodes. However, it is not trivial to define an appropriate set

of consistent rules to appoint the necessary and sufficient number of nodes with desired properties

taking into account a variety of conditions.

Our proposal can assign an appropriate set of nodes and their devices to an application taking

into account application’s requirements and multiple conditions, i.e. residual energy and resource

sharing, without centralized control or deterministic rules.

3.3 Application Scenario

There are applications operating in the area or being introduced on demand. Each application has

one or more application servers or control units, such as a home server of a home automation system,

which manages the application. However, a server does not have the complete knowledge of the

whole WSAN, e.g. type and location of nodes and their devices. We assume that an application

consists of a series ofprocesses, such as turn on or off the light, and a process is realized by devices

embedded in the area. For example, a lighting control application (1) senses user presence and

illuminance and (2) turns a room light on or off depending on the situation.
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Sharing a sensor among multiple applications is not harmful as far as the sensor can provide

them with requested sensor data at the desired precision and frequency. On the other hand, sharing

an actuator among multiple applications sometimes causes a problem, which we call ‘actuator con-

tention’. An actuator usually has multiple operations that cannot be performed simultaneously, e.g.

turn on and off a light. To solve competition for a device among applications, we assume that each

process of an application has a priority value. A priority value is predetermined at implementation

and deployment, but it can dynamically change in response to environmental conditions. A process

with a higher priority takes precedence over a process with a lower priority. When there is a tie,

a decision making algorithm of a WSAN selects a process to assign a device. An assigned device

operates as requested by the designated application.

3.4 Our Proposal

The proposal adopts a response threshold model of division of labors in a colony of social in-

sects [56] to accomplish autonomous and fully distributed decision making of nodes on whether to

assign embedded devices to an application.

3.4.1 Service Network

An application is realized by devices which are selected by our decision making algorithm. We call

a network consisting of nodes contributing to an application a ‘service network’, which is logically

laid on a physical WSAN. Nodes constituting a service network are a ‘request node’ that initiates

organization of the service network, ‘member nodes’ that are equipped with devices which can

satisfy application requirements, and ‘relay nodes’ that deliver messages among a request node and

member nodes. In addition, there are two types of member nodes, i.e. ‘active member nodes’ and

‘ idle member nodes’. A role of a node is determined per application and changes in the course

of operation. For example, a node is an active member node of application A, a relay node of

application B, and a non-member node of application C.

An active member node assigns devices to one or more applications. We call a device which

provides a sensing or actuation function to an application an ‘active device’. On the contrary,
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Figure 3.1: Overview of our device assignment

an idle member node is equipped with devices which can answer application requirements, but

it does not assign them to any application. We call an unassigned device an ‘idle device’. An

active member node has one or more active devices and some idle devices, but an idle member

node has only idle devices. A decision on whether to become an active or not is made by a node

taking into account several conditions such as application requirements, the degree that devices are

shared among applications, and the residual energy, to efficiently share active member nodes among

applications and balance energy consumption of member nodes.

When there is no operating application, no node is active in a WSAN. Device assignment is

initiated by a request node, e.g. an application server or a getaway node between a WSAN and

an outside application server. We should note here that our proposal can be applied to both of a

static and dynamic application. In the case of a static application, a request node is a sink of data of

periodic monitoring, for example. In the case of a dynamic application, a node detecting an event

becomes a request node, for example.

3.4.2 Basic Behavior

A request node first disseminates a request message which specifies necessary devices and their de-

sired operational mode to all nodes (step 1 in Figure 3.1). The minimum connectivity of a WSAN

is maintained by SPAN [55]. SPAN forms the forwarding backbone, which consists of coordina-

tor nodes. A coordinator node is a node which stays awake to maintain connectivity of neighbor
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nodes. Nodes which are not a coordinator can sleep and communicate with each other through the

forwarding backbone when needed. Decision to become a coordinator is made locally by a node. A

request message is sent to all nodes in the whole area or nodes in the specified area of interest when

location information is available, through the forwarding backbone.

When a node receives a request message, it first examines whether its devices can answer the

request. If the node is equipped with such devices, it becomes a member node. Next, a member node

decides whether to assign devices to a requesting application or not by using the response threshold

model-based decision making algorithm (step 2). Then active member nodes report the decision

to the request node by sending a notification message. Nodes where notification messages traverse

become a relay node and they adjust the sleep scheduling if necessary (step 3). A member node

of a certain application can be a relay node of the same application. A coordinator node is likely

to become a relay node. Finally, application messages including sensing and control information

are exchanged among active member nodes and a request node through relay nodes until the next

timing of periodic dissemination of a request message (step 4).

Above-mentioned steps are repeated while an application is running. A request node can change

contents of a request message to perform a different process of the application. It is also possible

for a member node to issue a new request message for the application. At the end of an application,

a request node stops sending request messages. Those internal values that a node holds for the ap-

plication is removed when a timer expires without receiving a request message for a predetermined

duration.

3.4.3 Internal Values of Nodes

In our proposal, a node maintains a set of information summarized in Table 3.1. Details of each

information is given in the followings.

A node is equipped with a setD of devices. A node also has a setOj of operational modes

of devicej ∈ D. A setOj is represented by the following expression, wheren = |Oj|, i.e. the

number of operational modes.

Oj = {mode1, · · · , moden−1, moden}
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Table 3.1: Internal values of a node

Notation Default Description
D ϕ set of devices
Oj set of possible operational modes of devicej
S ϕ set of requirements of applications
X ϕ set ofXi,j

Y ϕ set ofYj
Θ ϕ set ofθi,j
Xi,j false boolean flag of assignment of devicej to ap-

plicationi
Yj default mode operational mode of devicej
θi,j 5 threshold of assignment of devicej to applica-

tion i

A device cannot operate in different operational modes simultaneously. ‘moden’ is a ‘default mode’

of a device and an idle device is inmoden. When devicej is a sensor, a typical set isOj =

{sensing, sleep}. In the case of an ON/OFF switch,Oj = {ON, OFF}. In general, a default

mode is an operational mode where a device and a facility can save energy.

A node also maintains a setX of Xi,j , a setY of Yj , and a setΘ of θi,j for applicationi and

devicej (i ∈ I andj ∈ D), which are used by the response threshold model-based decision making

algorithm. I is a set of identifiers of application for which a node received a request message.

Xi,j ∈ {true, false} represents whether devicej is assigned to applicationi (Xi,j = true) or not

(Xi,j = false). Yj ∈ Oj represents the current operational mode of devicej. θi,j (0 < θi,j ≤

θmax) is a threshold representing hesitation of node in assigning devicej to applicationi.

A node maintains a setS of 7-tuples(i, j,m, k, h, si(t), ri). These values are updated on re-

ceiving thet-th request message of applicationi ∈ I. The identifieri which is unique in the whole

network can be generated as concatenation of a node identifier and a sequence number of appli-

cation it initiates.j is an identifier of a device which applicationi requires. When applicationi

requires multiple devices, the tuple is generated for each of devices.m is an operational mode

which applicationi request to devicej. k is a sequence number of the last request message.h is an

identifier of a neighbor node where it received the request message.si(t) is the demand intensity

representing the degree that the request node wants its request to be satisfied.si(t) is calculated by
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the request node in accordance with the number of devices assigned to applicationi. Finally, ri is

the priority of applicationi or its process.

3.4.4 Node Behavior

A request node sends a request message at regular intervals ofIdemand s. We call an interval be-

tween successive emissions of a request message a ‘round’. As a simple example, assume a process

for periodic data gathering which requires a motion sensor to report the condition at coordinates

(x, y) everyIdata s. In this case, a request message emitted at thet-th round is a pair of attributes

in the form(i, k, si(t), ri) and a request body in the form(motion sensor, sensing, (x, y), Idata).

The content of a request message can be extended by using an XML-based method [58].

When a node other than a request node of an application receives a request message, it behaves

following a flow chart shown in Figure 3.2. First, if a node is a coordinator of SPAN, it forwards the

request message to neighbor nodes and it becomes a candidate of a relay node. Next, if it does not

have an element of applicationi in setS, it generates a new 7-tuple element. If the corresponding

tuple exists, it is updated. Then, a node examines whether it has a device which satisfy the request.

If it has, the node becomes a member node. A member node initializes elementsXi,j , Yj , andθi,j

of applicationi in setsX, Y, andΘ, respectively, if not exist. If the priority of the application

is the highest in all applications in setS or the requested devices are not assigned, valuesXi,j ,

Yj , andθi,j are updated by a decision making algorithm explained in Section 3.4.5. Then, if the

node assigns devicej to applicationi, the decision is reported to the request node by sending a

notification message which contains an identifier of the active member node, an identifier of the

application andXi,j . A notification message is sent to neighborh, from which a node received

the corresponding request message. Following a reverse path, a notification message reaches the

request node.

An assigned device operates in the decided operational mode. In the above example, an active

member node sends sensing data of a point(x, y) obtained by a motion sensor to the request node

at regular intervals ofIdata s. Data messages are sent to the request node through the forward-

ing backbone of SPAN. Every time a member node receives a request message, the above steps
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Figure 3.2: Behavior of a node on receiving a request message
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are conducted. If a member node does not receive a request message forEi s, it considers the

corresponding application terminates and it removes corresponding information from the memory.

A request node receives notification messages from active member nodes. In the proposal,

a request node uses a scalar value, called the demand intensity, to control the number of active

member nodes while leaving decision making to nodes. The demand intensity at the beginning

of the (t + 1)-th round is calculated from the number of notification messages by the following

equation, where the initial demand intensitysi(0) is set at 0.

si(t+ 1) = si(t) + δi −Ni(t) (3.1)

Here,δi (δi ≥ 0) is an increasing rate of demand intensity of applicationi. Ni(t) (Ni(t) ≥ 0) is

the number of active member nodes which is equal to the number of notification messages stating

Xi,j = true received in response to thet-th request message. The equation means that, when the

number of active member nodes is less thanδi, the demand intensity gradually increases and the re-

quest node requires more member nodes to become an active member node. When active member

nodes fail due to node failures, the demand intensity gradually increases, and other idle member

nodes additionally become active member nodes. As far as an enough number of alive member

nodes remain in the network, the number of active member nodes can recover. Details about ro-

bustness against failures are described in the next chapter. On the other hand, when the number is

greater thanδi, the demand intensity gradually decreases and active member nodes become inactive.

As such, the parameterδi determines the number of active member nodes on convergence and it can

be used to adjust the degree that nodes are involved in the process. The updated demand intensity

is notified to member nodes by a request message disseminated at the beginning of the next round.

Until the next round, a request node exchanges messages with active member nodes.

3.4.5 Response Threshold Model-based Decision Making

It is known that a colony of social insects is divided into two groups of workers and non-workers

based on autonomous decision of individuals using a simple rule. A response threshold model is

a mathematical model of the division of labors of social insects [56]. We adopt the model as an
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algorithm for a member node to decide whether it assigns a device to an application or not. For

details of the response threshold model, refer to [56]. The size of group is well adjusted based on

the task-associated intensity of stimuli [59].

The probabilityP (Xi,j = false → Xi,j = true) that an idle node (Xi,j = false) assigns

devicej to applicationi is derived by the following equation.

P (Xi,j = false → Xi,j = true) =
s2i (t)

s2i (t) +Ajθ2i,j(t)
(3.2)

Here,si(t) (si(t) ≥ 0) is the demand intensity of applicationi at thet-th round.θi,j (θmax ≥ θi,j >

0) is a threshold which corresponds to hesitation of the node in assigning devicej to application

i. The equation is extended from the basic model by introducing variableAj . Aj (Aj ≥ 1) is a

variable related to the degree that devicej is shared among applications, and the residual energy of

the node. Derivation ofAj will be explained in Section 3.4.6.

The probabilityP (Xi,j = true → Xi,j = false) that an active member node (Xi,j = true)

quits assigning devicej to applicationi is derived by the following equation.

P (Xi,j = true → Xi,j = false) = pj (3.3)

Here,pj (1 ≥ pj > 0) is a constant defined per device. This prevents an active member node from

devoting its devices too long and enables rotation of task among member nodes. It further leads

to avoidance of redundant device assignment. The average duration that an active member node

assigns devicej to an application is1/pj rounds.

Similarly to the basic response threshold model, our proposal also has a mechanism of rein-

forcement which makes specialists. Thresholdθi,j is adjusted as follows.

θi,j =

 θi,j − ξj , if Xi,j is true

θi,j + φj , if Xi,j is false
(3.4)

whereξj (ξj > 0) andφj (φj > 0) are parameters of the speed of differentiation. With the

threshold adjustment, an active member node is more likely to become active again than an inactive
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member node.

3.4.6 VariableAj for Device Sharing and Energy Efficiency

In the proposal, for efficient device sharing and balancing energy consumption for a longer lifetime

variableAj (1 ≤ Aj) is derived by the following equation from the degree that devicej is shared

among applications and the residual energy.

Aj = (Sj − Fj)
m +

(
Pfull

Pres

)n

− 1 (3.5)

Parameters are summarized in Table 3.2. Here, the first term of the right side is used for device

sharing among applications. VariableSj (Sj ≥ 1) represents the number of applications where a

node is a member regarding devicej. Sj is derived asSj = |{Xi,j ∈ X | i ∈ L}| whereL is a

set of identifiers of application where a node is a member node. VariableFj (Fj ≥ 0) represents

the number of applications where a node is an active member node.Fj is derived asFj = |{Xi,j ∈

X | i ∈ I, Xi,j = true}| andFj ≤ Sj − 1. Exponentm (m ≥ 1) influences the sensitivity of the

algorithm to the degree that the device is sharing. The second term is used for balancing energy

consumption.Pfull/Pres is the ratio of the battery capacityPfull (Pfull > 0) to the residual energy

Pres (Pfull ≥ Pres > 0). Exponentn (n ≥ 1) influences the influence of the amount of residual

energy on decision making. The third term is used for shifting minimum value of valuableAj from

2 to 1. VariableAj becomes smaller and probabilityP (Xi,j = false → Xi,j = true) becomes

higher on a node which is engaged in more applications as an active member node and has more

residual energy.

3.5 Performance Evaluation

In this section, we evaluate our proposal through comparison with directed diffusion [32] and our

former proposal [27]. We first briefly explain directed diffusion and its extension made for com-

parison purposes. Then, we will show results of evaluation from viewpoints of efficiency of device

assignment and robustness against parameter setting errors.
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Table 3.2: Parameters of variableAj

Notations Description
m exponent regulating the sensitivity to the degree of sharing
n exponent regulating the sensitivity to the residual energy
Sj number of applications where a node is a member for devicej
Fj number of applications where a node is an active member node

for devicej
Pres amount of residual energy of a node
Pfull total capacity of battery of a node

3.5.1 Directed Diffusion

Directed diffusion is a data-centric information gathering mechanism [32]. Asink which corre-

sponds to a request node in our proposal first disseminates aninterestmessage. An interest message

specifies a required sensing task and a reporting interval. Initially, a reporting interval is set longer

than one that an application requires.

When a node receives an interest message, it sets an entry calledgradient, which consists of

the information about a task, an identifier of a link with a neighbor node from which it received

the interest message as a precursor, and a report interval specified in the message. If a node can

perform the requested sensing task, it becomes a source node, which we call a member node in our

proposal, and begins to send data messages at the specified report interval. Data messages reach the

sink by following gradients. The first data message is called anexploratory datamessage.

A sink would receive multiple exploratory messages from different source nodes. Among them,

it selects one based on a reinforcement rule, for example, to select an exploratory data message re-

ceived first. Then, the sink sends an interest message, called areinforcementmessage to a neighbor

node from which the selected exploratory data message comes. A reinforcement message is in

the same format as an interest message, but it specifies an application-specific reporting interval

which is shorter than a reporting interval written in an interest message. A reinforcement message

is sent to a source node following gradients in the reverse direction while updating gradients on the

route with the new reporting interval. The gradient does not hold information about a source node.

Therefore, when there are two or more source nodes in the downstream of the selected neighbor
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Table 3.3: Prioritization rule for reinforcement in directed diffusion

Renergy

≥ Tenergy < Tenergy

Rshare
≤ Tshare 1 3
> Tshare 2 4

node, a reinforcement message does not necessarily reach a source node which sent the correspond-

ing exploratory data message. A sink keeps sending both of interest messages and reinforcement

messages at regular intervals to maintain and update gradients.

3.5.2 Extension of Directed Diffusion

In our proposal, a request node can control the number of devices which contribute to an application

by the demand intensity as will be verified in Section 3.5.4, while device assignment relies on an

autonomous decision of each node. On the other hand, the number of source nodes is uncontrollable

and it would dynamically change in directed diffusion. Since gradient on a node does not have

information about either of a sink or a source node, interest messages and reinforcement messages

do not always reach the same set of source nodes. Therefore, for comparison, we extended directed

diffusion for controlling the number of nodes or devices which contributes to an application as

follows.

First, for a sink to obtain information of a source node, we extend a data message to have

additional fields for an identifieridsink of a sink,idsrc of a source node, the amountPres (Pres > 0)

of residual energy, the battery capacityPfull (Pfull > Pres), the numberMdd (Mdd ≥ 1) of sinks

from which it receives interest or reinforcement messages, and the numberNdd (Ndd ≥ 0) of sinks

from which it receives reinforcement messages. Consequently, the extended data message takes the

form of [type, data,idsink, idsrc,Pres,Pfull,Mdd,Ndd, time-stamp]. Please refer to [32] for details

of other fields than those newly introduced. Next, to identify a path between a specific sink and a

specific source node, we add a field of an identifieridsink of a sink andidsrc of a source node to

the gradient. First time when a node receives an interest message, it makes a gradient while leaving

idsrc empty. It fills in the field when a data message is received. Consequently, the extended
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gradient has the form of [type, region, data rate, time stamp, expired-AT,idsink, idsrc]. While

leaving the form of an interest message as it is, i.e. [type, region, interval, time-stamp, expired-AT],

we extended the form of a reinforcement message to have a new field for an identifieridsink of

a sink node andidsrc of a source node. As a result, the reinforcement message has the form of

[type, region, interval,idsink, idsrc, time-stamp, expired-AT].

Now based on the extension, we consider a reinforcement rule which takes into account the

amount of residual energy and the degree of device sharing. A sink in the extended directed dif-

fusion first disseminates an interest message to all nodes. Next source nodes begin to send data

messages. A data message sent by a source node contains information about its energy,Pres and

Pfull and its taskMdd andNdd. After receiving the sufficient number of data messages, a sink eval-

uatesRenergy which is derived asPres/Pfull andRshare which is derived as(Mdd−Ndd)/Mdd for

each source node. Then, it determines priority of the node in reinforcement. For the sake of sim-

plicity, we use threshold-based prioritization summarized in Table 3.3, whereTenergy andTshare

are thresholds. A smaller number has higher priority. For example, if a source node has plenty of

energy, i.e. largeRenergy, and is contributing to many sinks, i.e. smallRshare, it is the best source

node to reinforce. Finally, following an ascending order of priority value, a sink selects the required

numberN of source nodes and send reinforcement messages to them. In the following, we call a

source node which receives a reinforcement message an active source node.

3.5.3 Simulation Setting

We used OMNet++ [60] for simulation. 25 nodes are placed in the area of25 m × 25 m. 5

nodes, A, B, C, D, and E, among them are located at the edge of the area, while remaining 20

nodes are randomly distributed. Figure 3.3 illustrates an example of node layout where the x and y

axes are coordinates and filled circles, open circles, crosses, and triangles indicate nodes. Each line

corresponds to a path between an active member node and a request node to exchange application

messages.

Nodes are identical in battery capacity, embedded device, and communication capability. They

operate on two AA batteries of 3.3 V. Based on the data sheet of MICAz [49], a transceiver module
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Figure 3.3: Snapshot of a simulation

consumes 18.8 mA in listening a channel and receiving a message, 17.4 mA in transmitting a

message, and 0.021µA in a sleep mode. A node is equipped with a sensing device with identifierj.

A sensing device can obtain information about a certain point in the diameter of 15 m. We assume

that energy consumption of the device in sensing is negligible in evaluation.

The communication range is 15 m on the IEEE 802.15.4 non-beacon mode MAC/PHY protocol.

The length of a request message, an interest message, and a reinforce message is set at 36 byte with-

out 6 byte header. Regarding a notification message, an exploratory message, and a data message,

the length is set at 64 byte without a 6 byte header. Parameters used in the simulation experiments

are summarized as set A in Table 3.4, which are chosen based on preliminary experiments.
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Table 3.4: Parameter setting of performance evaluation

Notation Description set A set B
pj probability of quitting task in Eq. (3.3) 0.01 0.01
ξj threshold adaptation parameter in Eq. (3.4) 0.1 0.1
φj threshold adaptation parameter in Eq. (3.4) 1 1
m influence of degree of sharing in Eq. (3.5) 3 6
n influence of residual energy in Eq. (3.5) 3 6
L interval for exploratory data messages 0.5 0.5
Tshare threshold of reinforcement rule 0.5 0.1
Tenergy threshold of reinforcement rule 0.5 0.9
Idemand interval of request message 10 10

3.5.4 Evaluation of Task Assignment

Since self-organization does not always achieve the optimal result due to its autonomous behavior,

in this section, we first verify that our proposal can accomplish as good device assignment as di-

rected diffusion which employs deterministic rules. Evaluation is conducted from a viewpoint of

the number of active member nodes and relay nodes.

We configure 5 edge nodes as request nodes of 5 independent applications of the same priority,

respectively. All request nodes require the information about the corner point at(25, 25). In the

other words, they require assignment of a sensor device within a circular area centered at(25, 25)

with radius 15 m, which is illustrated as a shaded quadrant in Figure 3.3. Each request node sends

a request message at a regular interval ofIdemand, which is 10 s in the experiments. Timings of

emission of the first request message from request nodes are randomly distributed in 1 sec to avoid

collision. We conducted 100 simulation runs for each of 30 combinations of simulation parameters

by changing the number of request nodes which send request messages from 1 to 5, the increase

rateδi from 0.1 to 2.1, and the required numberN of active source nodes from 1 to 3.

Figures 3.4 and 3.5 summarize results of the number of active member nodes or active source

nodes and the number of relay nodes in the network at the end of a simulation run of 20000 s,

respectively. The number of active member or source nodes can be controlled by adjustingδ in

our proposal andN in directed diffusion. Each point is an average of 100 simulation runs. In the

figures, PROP-SPAN means that our proposal is adopted, while PROP-FLOOD, that is our former
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Figure 3.4: Number of active member or source nodes

proposal, employs our proposed scheme but without SPAN. Instead, a request node use simple

flooding to disseminate a request message in PROP-FLOOD. We also consider combination of

directed diffusion with flooding and SPAN as DD-FLOOD and DD-SPAN, respectively.
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Figure 3.4(a) shows that both of variations of the proposal, i.e. PROP-SPAN and PROP-

FLOOD, keep the number of active member nodes constant even if the number of request nodes

increases. Although not shown in the figure, the average number of active member nodes per appli-

cation is one, two, and three withδ = 0.1, 1.1, and2.1.

This implies that our proposal can share active member nodes among applications without in-

volving redundant devices. In addition, we also observe that the sameδi results in the same number

of active member nodes independently of the number of applications, while differentδi results in

the different number of active member nodes. When parameterδi is 0.1, the number of active mem-

ber nodes stays 1. If there is no active member node, the demand intensitysi gradually increases.

Consequently, the probabilityP (Xi,j = false → Xi,j = true) in Eq. (3.2) becomes large at an

idle member node. Then some idle member nodes become active and the demand intensity gradu-

ally decreases. At the beginning, the number of active member nodes is more than one. However,

an active member node eventually becomes idle with probabilitypj . If all active member nodes

change to idle occasionally, the demand intensity increases again. Through the course, threshold

θi,j is adjusted on each node. Consequently there appears a node which has the smallest threshold

among all. As a result, the number of active member nodes converges to 1. Similarly, when param-

eterδi are 1.1 and 2.1, the number of active member nodes per application converges to 2 and 3,

respectively.

In both of variations of directed diffusion, i.e. DD-SPAN and DD-FLOOD, the number of active

source nodes is kept constant as shown in Figure 3.4(b). A sink selects the pre-determined number

N of source nodes based on the algorithm explained in Section 3.5.2. Then, it sends reinforcement

messages to those nodes. By receiving a reinforcement message,Rshare increases and the priority

of the source node becomes higher. Consequently, a source node selected by a sink node is likely

to be selected by other sink. As a result, the desired number of source nodes, which are engaged in

data reporting at the application-specific rate, are well shared among applications.

Regarding relay nodes, Figure 3.5(a) shows that incorporation with SPAN results in the smaller

number of relay nodes than with flooding except for the case ofδ = 0.1 and the number of applica-

tions is 1. Being incorporated with SPAN, messages traverses the forwarding backbone between a
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request node and an active member node. Since there is only one forwarding backbone in the net-

work and it is shared by nodes, a path between them is not necessary the shortest. On the contrary,

a message disseminated by flooding follows the shortest path from a request node to a member
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(a) Our proposal with SPAN (b) Our proposal without SPAN

(c) Directed diffusion with SPAN (d) Directed diffusion without SPAN

Request node

Active member node

Sensing area of (25,25)

Request & Relay node

Relay node

Figure 3.6: Snapshots of networks at the end of a simulation run

node. As a result, the average number of relay nodes becomes larger with SPAN than with flooding,

whereas the difference is only 0.2. When there are two or more applications orδ is set at a larger

value to have two or more active member nodes, the proposal results in the smaller number of relay

nodes. With flooding, in the worst case scenario, there exist the same number of independent and

disjoint paths between all pairs of a request node and an active member node. On the other hand,

the forwarding backbone is always shared among paths with SPAN. This apparently contributes to

reduction in the number of relay nodes and the lifetime of a network can be prolonged. As shown

in Figure 3.5(b), directed diffusion also benefits from SPAN. Comparing the proposal and directed

diffusion, the number of relay nodes is similar, since the number of active member nodes and the

number of active source nodes are the same. For example, Figure 3.6 shows snapshots of networks

at the end of a simulation run. In the figure, the number of request nodes is 5,δ = 2.1 for our
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proposal andN = 3 for directed diffusion. As shown in the figure, both of our proposal with SPAN

and directed diffusion with SPAN involve the minimum number of active source nodes and relay

nodes to satisfy five applications. On the other hand, they involve more relay nodes and constructed

networks become more complex if they do not adopt SPAN.

From the above results, we can conclude that the proposal can effectively share active member

nodes and relay nodes among applications and keep the number of active member nodes constant

independently of the number of applications in the current simulation setting. Since directed dif-

fusion is a centralized protocol, where a sink decides source nodes to reinforce with rule-based

decision making, it is not surprising that the number of nodes is kept as intended. On the other

hand, each member node has the right to make a decision of device assignment in our proposal.

Nevertheless, a response threshold model-based decision making algorithm brings results similar to

directed diffusion’s. That is, our proposal accomplishes self-organizing device assignment which is

as optimal as a centralized and deterministic scheme.

3.5.5 Evaluation of Robustness against Parameter Setting

We discuss advantages of the self-organization based proposal over the deterministic and compli-

cated rule-based directed diffusion in regard to the robustness against errors in parameter setting. In

this section, we assume that three applications are operating in the area. Three nodes at coordinates

(0, 0), (12.5, 0), and(0, 12.5) are their request nodes as illustrated in Figure 3.3. The requested

numberN of active source nodes per application is set at 1 and parameterδi of the proposal is set

at 0.1. To make nodes heterogeneous in energy condition, the initial residual energy of each node

is set at random value ranging from 25% to 80%.

In general, a response threshold model is less sensitive to parameter setting similarly to other

bio-inspired mechanisms [61]. To confirm this, we use the different parameter setting, i.e. set B

in Table 3.4, we changedm andn in Eq. (3.5) from 3 to 6. With largerm andn, it prevents a

member node from becoming an active member node and getting the sufficient number of active

member nodes become difficult. To examine the robustness of a decision making algorithm against
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parameter setting, we also change thresholdsTshare andTenergy from 0.5 to 0.1 and 0.9, respec-

tively. SinceRenergy ranges from 0.75 to 0.80 from the beginning of a simulation run andRshare

is always equal to or larger than(3− 2)/3 ≃ 0.33. All source nodes have the same priority of 4 in

Table 3.3. That is, directed diffusion cannot take into account the heterogeneity of nodes in device

assignment.

Simulation results averaged over 100 runs are depicted in Figure 3.7. We considered 10 different

schemes in the experiments. ’DD+FLOOD’ and ’DD+SPAN’ without an identifier of parameter

setting corresponds to the original directed diffusion without and with SPAN. In Figure 3.7(a), the

x-axis indicates schemes and the y-axis is the average number of active member nodes or active

source nodes at 20000 s. In Figure 3.7(b), the y-axis indicates the averaged ratio of residual energy

of member nodes. Each cross show an average ratio of residual energy of active member nodes.

The top and bottom of each bar indicates the maximum and minimum ratios, respectively.

As shown in Figure 3.7(a), from a view point of the number of active member nodes, the change

of parameter setting does not have strong impact on our proposal. On the contrary, directed dif-

fusion suffers from an error and the number of active source nodes increases. This is because, all

source nodes are categorized into one priority class. As a result, DD+FLOOD(B) and DD+SPAN(B)

become identical to DD+FLOOD and DD+SPAN, respectively, where devices are not effectively

shared among applications. In appropriate threshold setting further results in the unbalanced en-

ergy consumption as shown in Figure 3.7(b). We also observe that our proposal, independently

of parameter setting errors, can achieve the same level of energy saving as the extended directed

diffusion with appropriate thresholds.

From the above results, we can conclude that our self-organizing device assignment is less sen-

sitive to errors in parameter setting and, as such, to operational conditions, than directed diffusion,

while achieving as efficient device assignment as directed diffusion with appropriate parameters

does.
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3.6 Summary

In this chapter, we proposed a self-organizing device assignment mechanism for a multi-purpose

WSAN. Results of simulation support the proposal, but there still remains room for further evalu-

ation and improvement. When there is actuator contention among two applications with the same

priority, our proposal first assigns an actuator to one application and then to another application

by being stimulated by the increased demand intensity of the latter. The frequency that a device is

assigned depends onδi, i.e. an increasing rate of demand intensity. In other words,δi is another

parameter with which an application can control device assignment. We need to confirm this by

conducting additional experiments. We also need to evaluate the scalability and adaptability of the

proposal, which are inherent characteristics of self-organizing systems.
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Chapter 4

Robustness of Division of Labors-based

Network Control against Node Failures

It is an emerging research area to adopt bio-inspired algorithms to develop a new information net-

work. Despite their benefits, i.e. high robustness, adaptability, and scalability, none can clearly

identify the range of application of a bio-inspired algorithm to challenging issues of information

networks. To tackle the problem and accelerate researches in this area, we need to understand

characteristics of bio-inspired algorithms from the perspective of network controls. For example,

characteristics of bio-inspired mechanisms under non-negligible failure-prone and lossy environ-

ment should be investigated. In this chapter, we study a response threshold model as an example of

bio-inspired algorithms first under the assumption that individuals are fully connected each other.

We build its analytical model and conduct mathematical analysis in order to show the robustness

against individual failures in lossy environment and discuss the condition and the time required for

the recovery from individual failures in lossy environment. Next, we assume multi-hop commu-

nication as in information networks. Individual failures in this case cause isolated individuals that

are alive but do not contribute to performing a task. Through analysis, we confirm that the number

of workers recovers from individual failures even if dead individuals and isolated individuals exist.

Moreover, the recovery time does not diverge as more individuals die.
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4.1 Introduction

Information and communication networks must be more robust, adaptive, and scalable against ever-

increasing size, complexity, and dynamics. To this end, many researchers focus on self-organizing

behavior of biological systems, where a global pattern emerges from mutual and local interactions

among simple individuals, and develop novel control mechanisms in a biologically-inspired man-

ner [62].

Bio-inspired control mechanisms not only mimic behavior of biological organisms but are based

on nonlinear mathematical models, which explain or reproduce biological self-organization. Ex-

amples include an ant colony optimization model for foraging behavior of ants, a pulse-coupled

oscillator model for synchronized flashing of fireflies, and a reaction diffusion model for pattern

formation on body surface [8–10]. Since bio-inspired mathematical models, which we callbio-

modelsin this chapter, are shown to have excellent self-organizing characteristics, network control

mechanisms based on bio-models are expected to be robust, adaptive, and scalable [15, 63–65].

Successful attempts published in literatures support this expectation, and there is no doubt about

the usefulness of bio-models [66,67].

However, bio-models are not necessarily versatile. One can achieve the best performance in one

environment while it is useless in other. Furthermore, a bio-inspired network control mechanism

often experiences a variety of perturbation such as loss of information and failure of nodes, which

original bio-models do not consider. As a result, it would fail in providing intended results in the

actual environment. Therefore, we need deep understanding of bio-models especially in regard

to their fundamental limits and applicability to network controls suffering from perturbation. For

example in [14], they evaluated the influence of delay on a bio-inspired synchronization mechanism

adopting the pulse-coupled oscillator model and showed that synchronization error comparable to

propagation delay would occur at the worst cases. In [12], it is shown that reaction-diffusion based

autonomous pattern formation can tolerate information loss of as high as 35%.

In this chapter, by taking a response threshold model [56] as an example, we analyze the robust-

ness of a response threshold model-based network control against information loss and individual

failures. The response threshold model is a mathematical model of division of labors in a colony
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of social insects. It has been applied to a variety of self-organizing network controls, such as task

allocation [68], topology control [69], routing [11], and cache replacement [61].

First, we investigate the robustness of the response threshold model against individual failures

in lossy environment under an assumption that individuals are fully connected each other, that

is, organize a mesh network. We build its analytical model, which takes individual failures and

information loss into account, because the original model assumes that there is no dead individual

and no information loss. Then, we analyze characteristics of the steady state and the transient state

toward the steady state. As to the steady state, we investigate an influence from the existence of

dead individuals in a colony on the distribution of the number of workers. As to the transient state

toward the steady state, we investigate conditions and time required for a colony to recover from

individual failures in lossy environment. We additionally clarify the influence of tunable control

parameters on the recovery time as a guideline of parameter tuning.

Next, we conduct simulation experiments to study the response threshold model under an as-

sumption that individuals are connected in a multi-hop manner as in information networks. In this

case, individual failures cause isolated individuals that are alive but do not contribute to performing

a task. We evaluate the influence of dead individuals and isolated individuals through simulation

experiments.

The rest of this chapter is organized as follows. First, in Section 4.2, we briefly describe the

response threshold model. Next in Section 4.3, we build an analytical model which takes informa-

tion loss and individual failures into account and in Section 4.4 we conduct mathematical analysis

to discuss the robustness of the model. Then, in Section 4.5, we evaluate the influence of individual

failures and information loss in a multi-hop network through simulation experiments. Finally, we

conclude this chapter in Section 4.6.

4.2 Mathematical Model of Division of Labors

A response threshold model is a biological mathematical model which imitates adaptive division

of labors in a colony of social insects [56]. A colony is autonomously divided into two groups of

workers and non-workers based on autonomous decision of individuals. The size of each group
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Figure 4.1: Overview of the original response threshold model

is well adjusted to meet the task-associated demand or stimulus intensity. In the following, we

assume that there is one task to be performed in the colony for the sake of simplicity of explanation.

Under this assumption, an overview of the original response threshold model can be illustrated as

Figure 4.1.

Let s(t) (≥ 0) be the task-associated stimulus intensity at timet. The stimulus intensity gradu-

ally increases over time and decreases as individuals work by the following discrete equation:

s(t+ 1) = s(t) + δ − n(t)

M
. (4.1)

Hereδ (0 ≤ δ ≤ 1) is the increasing rate of the stimulus intensity.n(t) is the number of workers at

time t. M (> 0) is the total number of individuals which are capable of performing the task. Based

on the model, the stimulus intensity becomes stable when the ratio of workers in the colony is equal
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to δ. The model can easily be extended to consider the absolute number of workers not the ratio by

appropriately definingδ.

By being stimulated by the stimulus, each individual stochastically decides whether to perform

the task or not at timet+1. That is, the stimulus is a global parameter shared among individuals in

the original model. The state of individuali at timet is denoted asXi(t) (∈ {0, 1}), where0 and

1 mean a non-worker and a worker, respectively. The probabilityP (Xi (t+ 1) = 1 | Xi (t) = 0)

that non-workeri at timet becomes a worker and begins performing the task at timet+ 1 is given

by the following equation:

P (Xi (t+ 1) = 1 | Xi (t) = 0) =
s2(t)

s2(t) + θ2i (t)
, (4.2)

whereθi(t) (> 0) is a threshold value at timet, which corresponds to hesitation of individuali

in performing the task. Therefore, an individual with a smaller threshold value is more likely to

become a worker than one with a larger threshold value.

The probabilityP (Xi (t+ 1) = 0 | Xi (t) = 1) that a worker at timet quits working at time

t+ 1 is given by a constantp (0 ≤ p ≤ 1).

P (Xi (t+ 1) = 0 | Xi (t) = 1) = p (4.3)

Quitting a task at the constant rate enables rotation of the task among individuals, that is, work-

sharing or load balancing. Givenp, the average duration that an individual performs the task be-

comes1/p.

When the number of non-workers occasionally increases by addition of newcomers or the num-

ber of workers decreases for sudden death, the stimulus intensity eventually increases. The in-

creased stimulus makes individuals with high threshold value turn into workers. Eventually, the

ratio of workers is maintained at around the equilibrium point determined by the increasing rateδ.

Figure 4.2 illustrates an example of temporal variations of the number of workers and the stimulus

intensity, whereM = 20, δ = 0.25, θ = 1, andp = 0.01. Initially, n(0) = 0 ands(0) = 0. As

shown in the figure, the number of workers first increases to9 and then converges to5 = δ ×M .
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Figure 4.2: Temporal variations of the number of workers and the stimulus intensity

Then at time70, 4 workers die. The stimulus intensity instantaneously increases, and non-workers

become workers to compensate dead workers. The number of workers once increases to8 and

finally converges to5 again.

4.3 Analytical Model Considering Failures and Information Loss

4.3.1 Overview

Our main objective in this chapter is to analyze the robustness of the response threshold model-

based network control against node failures in lossy environment. The original response threshold

model however assumes that there is no dead individual and no information loss, and it is not clear

yet how individual failures and information loss affect the steady and transient states. In addition,

from the standpoint of application to network control, we are rather interested in the collective

dynamics of a colony such as the number of workers, but the dynamics is not formulated in [56].

We extended the original model to have dead individuals and information losses as shown in

Figure 4.3. In the figure, there areD dead individuals. Information about a stateXi of individual

i is lost with a probabilityqw (0 ≤ qw ≤ 1) and thus it is not taken into account in derivation of

s(t + 1). On the other hand, individuali is not stimulated with a probabilityqs (0 ≤ qs ≤ 1) and

does not change its state. For the sake of analysis of the dynamics of the colony, we consider a
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Figure 4.3: Overview of the extended response threshold model

continuous time model of the stimulus intensitySt and the numberNt of workers at timet. In the

following, for each ofSt andNt, we first define the random valuable, next derive the probability

distribution, and finally obtain the dynamics of an estimated value.

4.3.2 Random VariableSt of Stimulus Intensity

First we define a random variableSt+∆t (∈ {0, 1/M, 2/M, . . . , Smax}) of the stimulus intensity

at time t + ∆t, where a constantSmax is a maximum value of the stimulus intensity. Based on

Equation (4.1), the random variableSt+∆t can be defined as follows:

St+∆t = St +∆t

(
δ −

∑
i=1C

i
tX

i
t

M

)
, (4.4)
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where a constant∆t is infinitesimal time. A constantδ (0 ≤ δ ≤ 1) is an increasing rate of the

stimulus intensity. A constantM (> 0) is the number of individuals in a colony. A random variable

Xi
t (∈ {0, 1}) corresponds to the state of individuali at timet, where0 is for a dead individual or a

non-worker and1 is for an alive worker.Ci
t is a variable to reflect information loss, which is0 with

a probability ofqw and1 with a probability of1− qw.

Next, we derive a probability distributionP (St+∆t = s+) that the stimulus intensitySt+∆t

becomess+ at timet + ∆t from St = s andNt = n. The conditional probabilityP (St+∆t =

s+|St = s,Nt = n) is derived by the next equation:

P (St+∆t = s+|St = s,Nt = n) =
l=n∑
l=0

B(n, l, qw)K(s+, C(s, n, l)). (4.5)

The functionB(n, l, qw) is a probability mass function of the binomial distribution:

B(n, l, qw) =

(
n

l

)
qlw (1− qw)

n−l , (4.6)

The functionK(s+, C(s, n, l)) is 1 whens+ = C(s, n, l) and0 otherwise. The functionC(s, n, l)

is the stimulus intensity when state information ofl workers is lost. It is defined as follows:

C(s, n, l) =


0, if l < n−M(s+ δ)

Smax, if l > n−M(s− Smax + δ)

s+ δ − n−l
M , otherwise

(4.7)

Finally, we derive the dynamics of the expected value of the stimulus intensitySt+∆t . From

Equation (4.4), the expected value is derived by the next equation:

E[St+∆t ] = E[St] + ∆t

(
δ −

∑
i=1 E[Ci

tX
i
t ]

M

)
. (4.8)

To derive the dynamics of the expected value, we first consider the conditional expected value
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E[St+∆t |Nt = n] which is derived by the next equation:

E[St+∆t |Nt = n] = E[St|Nt = n] + ∆t

(
δ − 1− qw

M
n

)
, (4.9)

where we useE[Ci
tX

i
t |Xi

t = 1] = 1−qw andE[Ci
tX

i
t |Xi

t = 0] = 0. LetP (Nt = n) (0 ≤ P (Nt =

n) ≤ 1) be a probability that the numberNt of workers at timet is n. Then, withP (Nt = n) and

Equation (4.9), the expected valueE[St+∆t ] is derived by the next equation:

E[St+∆t ] =
∑
n=0

P (Nt = n)E[St+∆t |Nt = n]

= E[St] + ∆t

(
δ − 1− qw

M
E[Nt]

)
. (4.10)

Following the definition of differential, the dynamics of the expected valueE[St] can be derived as

follows:

dE[St]

dt
= lim

∆t→0

E[St+∆t ]− E[St]

∆t

= δ− 1− qw
M

E[Nt]. (4.11)

4.3.3 Random VariableNt of the Number of Workers

First we define a random variableNt+∆t (∈ {0, 1, . . . ,M}) of the number of workers at time

t+∆t. The random variableNt+∆t can be defined as follows:

Nt+∆t = Nt +∆t (−Qt +Bt) , (4.12)

where a constant∆t is infinitesimal time. A random variableQt (∈ {0, 1, . . . ,M}) is the num-

ber of workers at timet, which change to non-workers at timet + 1. A random variableBt (∈

{0, 1, . . . ,M}) is the number of non-workers at timet, which change to workers at timet+ 1.

Next, we derive a probability distributionP (Nt+∆t = n+) that the numberNt+∆t of workers

becomesn+ at timet + ∆t from St = s andNt = n. The conditional probabilityP (Nt+∆t =
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n+|St = s,Nt = n) is defined as follows:

P (Nt+∆t = n+|St = s,Nt = n) =

x=min(n,n+)∑
x=0

B(n, x, Pwork
1,s )B(M −D − n, n+ − x, Pwork

0,s ), (4.13)

wherePwork
1,s is formulated asPwork

1,s = P (Xi
t+∆t

= 1|Xi
t = 1, St = s) = ∆t×{qs+(1−qs)×(1−

p)}, andPwork
0,s is formulated asPwork

0,s = P (Xi
t+∆t

= 1|Xi
t = 0, St = s) = ∆t×(1−qs)× s2

s2+θ2
.

Finally, we derive the expected value of the numberNt+∆t of workers. From Equation (4.12),

the expected value is formulated by the next equation:

E[Nt+∆t ] = E[Nt] + ∆t (−E[Qt] + E[Bt]) . (4.14)

To derive the dynamics of the expected value, we first consider the conditional expected value

E[Qt|Nt = n, St = s] which is defined as follows:

E[Qt|Nt = n, St = s] =
i=n∑
i=1

(1− qs) p,

= (1− qs) pn, (4.15)

whereP (Xi
t+∆t

= 0|Xi
t = 1) = (1 − qs) × p. Here, an individual is not stimulated with the

probabilityqs. Using the probabilityP (Nt = n), we can rewrite the above equation as:

E[Qt|St = s] =
∑
n=0

(1− qs) pnP (Nt = n),

= (1− qs) pE[Nt]. (4.16)

We next consider the conditional expected valueE[Bt|Nt = n, St = s]. Here we useP (Xi
t+∆t

=

1|Xi
t = 0, St = s) = (1 − qs) × s2

s2+θ2
. In this case, the conditional expected valueE[Bt|Nt =
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n, St = s] is formulated by the next equation:

E[Bt|Nt = n, St = s] =

i=M−D−n∑
i=1

(1− qs)
s2

s2 + θ2
,

= (1− qs)
s2

s2 + θ2
(M −D − n) , (4.17)

where a constantD is the number of dead individuals in a colony. Using the probabilityP (Nt = n),

we can rewrite the above equation as:

E[Bt|St = s] =
∑
n=0

(1−qs)
s2

s2+θ2
(M−D−n)P (Nt=n)

= (1−qs)
s2

s2+θ2
(M−D−E[Nt]) (4.18)

Finally, using the probabilityP (St = s), we can get the expected valueE[Nt], which is represented

by the next equation:

E[Nt+∆t ] = E[Nt] + ∆t

∑
s=0

P (St = s) (−E[Qt|St = s] + E[Bt|St = s])

= E[Nt]−∆t (1− qs) pE[Nt]

+∆t (1− qs)E
[
1− θ2

S2
t + θ2

]
(M −D − E[Nt]) . (4.19)

Following the definition of differential, the dynamics of the expected valueE[Nt] can be formulated

as follows:

dE[Nt]

dt
= lim

∆t→0

E [Nt+∆t ]− E [Nt]

∆t
(4.20)

= (1− qs)

{
−pE [Nt] + E

[
1− θ2

S2
t + θ2

]
(M −D − E [Nt])

}
.

4.4 Mathematical Analysis

In this section, we investigate the influence of individual failures in lossy environment using the an-

alytical model described in section 4.3 and discuss the robustness of the response threshold model.
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Figure 4.4: Comparison of the simulation results with the expected value and the PDF

We first verify the analytical model through comparison with simulation results. Next, we show that

the existence of dead individuals does not seriously affect the distribution of the number of workers

by comparing distributions in the steady state before and after failures. Then, we discuss conditions

for the number of workers and the stimulus intensity to stay in the steady state after individual fail-

ures. For this purpose, we regard the colony as a dynamical system and conduct a linear stability

analysis [70]. Finally, we discuss the influence of tunable control parameters on time required for

convergence.

4.4.1 Validity of Analytical Model

Before we analyze the robustness against individual failures, we confirm the validity of the analyt-

ical model. For this purpose, we compare the expected valueE[Nt] obtained by time evolution of

Equations (4.11) and (4.20) with simulation results. In the experiments, we initially set the number

N0 of workers and the stimulus intensityS0 at0 and0, respectively. Therefore,E[N0] = E[S0] = 0.

It further meansX0
i = 0 for all individuals. The other parametersθ, p, M , D, qs, qw, andδ are set

at1, 0.01, 20, 2, 0.1, 0.1 and0.25, respectively. We consider the identical thresholdθi = θ for all i.

Figure 4.4 demonstrates the validity of the analytical model. In this figure, the x-axis corre-

sponds to timet. The y-axis corresponds to the numberNt of workers. A color at (t, k) indicates the

probabilityP (Nt = k) obtained by calculating the joint probabilityP (Nt = k|N0, S0, . . . , Nt−∆t , St−∆t)

using Equations (4.5) and (4.13). As a color chart shows, a lighter color means a lower probability.

A black solid line shows the expected valueE[Nt], a blue dotted line corresponds to the average

number of workers of10 simulation experiments, and a red dotted line shows a sample of a simula-

tion experiment.
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We find that a blue dotted line lies within the dark-colored area, but not the darkest. It means

that the average number of workers obtained from simulation experiments does not match with the

mode, i.e. the most frequently appearing value. Now assume that the number of workers in a colony

is identical to the mode. When some workers quit a task with the small quitting probabilityp, the

number of workers decreases and consequently the stimulus intensity increases. In response to the

increased stimulus, the number of workers increases but there appears redundant workers as shown

in Figure 4.2. Then, the number of workers eventually decreases with the small quitting probability

p. Since it takes time for the number of workers to reach the mode, the probability that the number of

workers is more than the mode becomes higher than the one that the number of workers is less than

the mode. As a result, the mode is different from the average. In Figure 4.4, we also notice that the

average of simulation experiments, i.e. a blue dotted line, does not match with the expected value

obtained from the analytical model, i.e. a black solid line. A reason for this is that there occurs an

error in the expected value by derivingE[Nt] from E[Nt−∆t ]. Furthermore, the error accumulates

as time advances. As a result, the analytically derived expected value becomes different from the

average value obtained from simulation experiments. However, analytical results draw the similar

trajectory or shape with the blue dotted line. Therefore, we consider that the temporal variation or

the transient behavior of the number of workers can be discussed by using our analytical model.

4.4.2 Robustness against Individual Failures

To investigate the robustness against failures of individuals in lossy environment, we evaluate the

influence of dead individuals on the steady state, where the probability distribution of the number

of workers is stable in time, under the condition thatD out ofM individuals in a colony are dead.

In more details about experiments, we investigate the influence of dead individuals on the mode in

order to show the number of workers is kept around the same value regardless of the number of

dead individuals.

In the numerical experiments, both ofN0 andS0 are set at0. Using Equations (4.5) and (4.13),

we iteratively calculate the joint probability∀i,jP (Nt+∆t = i, St+∆t = j|N0, S0, . . . , Nt, St) until

the norm∥P (Nt+∆t , St+∆t)−P (Nt, St)∥ becomes infinitesimal, e.g.< 10−7. Figures 4.5 and 4.6
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Figure 4.5: PDF of the number of workers in the steady state (the loss rateq = 0.001)

depict the obtained probability distribution of the number of workers when the probabilitiesqw and

qs are equally set at0.001 or 0.1. Hereinafter the probabilitiesqw andqs are collectively referred

to as a “loss rate”q. The quitting probabilityp, the threshold valueθ, the colony sizeM , and the

increasing rateδ are set at0.01, 1, 20 and5/20, respectively. In this parameter setting, the number

of workers is kept around5 if there is no influence of individual failures or information loss.

First, we investigate the mode of the number of workers. In each figure, bars correspond to

cases ofD = 0, 5, and10, respectively. From Figure 4.5, we find that the mode is5 regardless of

the number of dead individuals. It means that the response threshold model can adjust the number

of workers to an appropriate value even if a colony has some dead individuals. When the loss rate

is 0.1, the mode increases to6 but it is the same among differentD. A reason of the increase is

thatn(t) in Equation (4.1) becomes smaller than the actual number of workers due to loss of state

information. As a result, the stimulus increases, and the number of workers increases.

Next, we focus on the probability that the number of workers is less than the mode. In both of

Figures 4.5 and 4.6, the probability increases with a larger number of dead individuals. A reason

for this is as follows. When the number of alive individuals is small, a larger stimulus is needed

to have the sufficient number of workers. Since it takes time for a stimulus to increase, the period

when the number of workers is insufficient is longer than a case of a smallerD.

The above mentioned results show the number of workers is kept around an appropriate value

– 78 –



Chapter 4. Robustness against Node Failures

 0

 0.1

 0.2

 0.3

 0.4

 0  1  2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 20

p
ro

b
a
b
ili

ty

the number of workers

D=0
D=5

D=10

Figure 4.6: PDF of the number of workers in the steady state (the loss rateq = 0.1)

even if a colony has dead individuals. However, the existence of more dead individuals leads to a

longer time for the number of workers to recover after it falls below the appropriate one.

4.4.3 Stability againt Individual Failures

We investigate conditions for the number of workers not to diffuse out of a fixed point. The fixed

point is the condition that the number of workers and the increasing rateδ of the stimulus intensity

are well balanced, and they do not change. We first consider an existence condition of the fixed

point and then a stability condition for the number of workers to converge to the fixed point. For

this purpose, we conduct a linear stability analysis [70]. In the following, for the simplicity of

notation, we usen(t) ands(t) for E[Nt] andE[St], respectively.

The dynamics of the colony can be modeled as a general two-dimensional linear system in the

form of dx⃗(t)/dt = A × x⃗(t), wherex⃗(t) denotes a two-dimensional state vector(s(t), n(t)),

andA denotes a2 × 2 state transition matrix. Using eigenvaluesλ⃗ and eigenvectors⃗x, we can

transformdx⃗(t)/dt = A × x⃗(t) to dx⃗(t)/dt = λ⃗ × x⃗(t). Therefore, the dynamics of the system

can be analyzed by evaluating eigenvalues of the matrixA. Eigenvalueλi (i ∈ {1, 2}) is generally

formulated asαi + jβi, wherej is an imaginary number
√
−1, andαi andβi are real numbers.

s(t) is s(0)× exp(α1+jβ1)t = s(0)× expα1t×(cosβ1t+ j sinβ1t). n(t) is n(0)× exp(α2+jβ2)t =

n(0)×expα2t×(cosβ2t+ j sinβ2t). When anyαi is smaller than0, s(t) andn(t) converge to0 as
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t → ∞. That is, the system with∀iαi < 0 has asymptotic stability while smaller|αi| leads to longer

time to become stable. In this chapter, we callαi a “damping factor”. When the dynamical system

is stable,dx⃗/dt is 0. We denote the fixed point as[s̄ n̄]T . Linearizing the nonlinear analytical model

defined by Equations (4.11) and (4.20) at the fixed point[s̄ n̄]T by Taylor expansion, we analyze

the influence of the numberD of dead individuals and the loss rateq (= qw = qs) on transient

behavior during recovery from individual failures.

First, we derive a fixed point[s̄ n̄]T , where temporal variation of the expected valuess(t) and

n(t) are0. By solvingds/dt = 0 anddn/dt = 0, we obtain

s̄ = θ

√
pδ(

1− D
M

)
(1− qw)− δ (1 + p)

, (4.21)

n̄ =
δM

1− qw
. (4.22)

Since the stimulus intensity is0 or a positive real number,(1−D/M) (1− qw) > δ (1 + p) must

hold. At the same time,1−D/M ≥ δ/(1− qw) must hold so that the number of workers is smaller

than the number of living individuals. Usingδ(1 + p) > δ, the condition that a feasible fixed point

exists is consequently given by the following inequality:

(
1− D

M

)
(1− qw)− δ (1 + p) > 0. (4.23)

Next, the dynamics of error⃗e = [es en]
T = [s̄ n̄]T − [s n]T can be formulated as a basic linear

equationde⃗/dt = A× e⃗.

des
dt

= 0es − (1− qw)en (4.24)

den
dt

= (1− qs)

{
(M −D − n̄)

2s̄θ2

(s̄2 + θ2)2
es −

(
p+

s̄2

s̄2 + θ2

)
en

}
(4.25)

Then, we derive eigenvalues of the matrixA in de⃗/dt = A × e⃗ from a characteristic equation

det |A− λI| = 0. Since the matrixA is in the form of[0 a; b c], an eigenvalue is formulated

as 1
2 × (c ±

√
c2 + 4ab). c andab are specifically derived as follows, by substitutings̄ and n̄ of
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Equations (4.21) and (4.22).

c = −
p(1− D

M ) (1− qs) (1− qw)(
1− D

M

)
(1− qw)− δ

(4.26)

ab = −2

θ

√
pδ(1− qs)

{
(1− D

M )(1− qw)− δ (1 + p)
} 3

2

(1− D
M )(1− qw)− δ

(4.27)

c < 0 andab < 0 must hold for a real part of an eigenvalue to be always less than0. When

Equation (4.23) is satisfied and a fixed point exists,0 < 1− qs and0 < p+ s̄2

s̄2+θ2
hold. Therefore,

the first conditionc < 0 is always met. In the same way, the second conditionab < 0 is also met

because of0 < 1 − qw, 0 < 1 − qs, 0 < 2s̄θ2

(s̄2+θ2)2
, and0 < M − D − n̄. Thus a real part of an

eigenvalue is always negative. Therefore, a state of the dynamical system does not diffuse out of

the proximity of the fixed point.

4.4.4 Time Required to Recover from Individual Failures

We derive timeT required for the number of workers to recover from individual failures by con-

sidering transient dynamics of the dynamical system after failures. Let us suppose thatf per-

cent of n̄ workers die in a stable colony.f is specifically called a “failure rate”. The recov-

ery timeT is defined as time required for deviationen(t) = n̄ − n(t) to become as small as

b (b < f) percent ofn̄ from failures. We consider failures occur at time0. The deviationen(0)

soon after individual failures is identical tof100 × n̄. As described in Section 4.4.3, the devia-

tion decreases asen(t) = en(0) × expαmint, whereαmin is a damping factor which is derived by

minRe 1
2 × (c±

√
c2 + 4ab). Therefore, solving the equationb100 × n̄ = f

100 × n̄× expαminT , we

can define the recovery timeT as follows:

T =
log b− log f

αmin
. (4.28)

Figure 4.7 shows the dependence of the recovery timeT on the failure ratef and the loss rateq.

The quitting probabilityp, the threshold valueθ, and the increasing rateδ are set at0.1, 10, and0.25,

respectively.b in Equation (4.28) is set at5. A redder color means longer recovery time. Contour
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Figure 4.7: Influence of loss and failure on the recovery time

lines are shown for recovery time of10, 20, 30, and40, respectively. In the white area, a fixed

point [s̄ n̄]T does not exist. That is, the stimulus intensity continues to increase, and all individuals

eventually become workers. Equation (4.23) means that a smallerp can reduce the invalid white

area. As shown in the figure, an increase in the recovery timeT is slow when the failure ratef

increases. For example, we consider the case ofq = 0.2 leading to the largest recovery time. When

the failure rate increases from0.1 to 1.0, the recovery time increases only by3.6-fold. In addition,

the contour lines shows that the gradient of the recovery time is smooth. These results imply that the

recovery time does not diverge, and the response threshold model is valid in a hostile environment

where individuals are prone to failures.

Figure 4.8 shows the influence of control parameters, i.e. the quitting probabilityp and the

threshold valueθ, on the recovery timeT . The information loss rateq, the failure ratef , and the

increasing rateδ are set at0.1, 0.2, and0.25, respectively. The figure shows that the threshold value

θ does not have a visible influence on the recovery time for the fixed quitting probabilityp. In the

response threshold model, the stimulus intensity must be large enough to have the sufficient number

of workers depending on a threshold value. It means that the stimulus intensity is sufficiently large
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Figure 4.8: Influence of parametersp andθ on the recovery time

when individuals die after convergence. Therefore, even when individuals die with the probability

of 0.2, the large stimulus soon changes idle individuals to workers. As a result, the recovery time is

not affected by the value of the thresholdθ.

On the contrary, the figure shows that the quitting probabilityp has an explicit influence on

the recovery time for the fixed threshold valueθ, and a smaller quitting probabilityp makes the

recovery time longer. However it does not necessarily mean that the response threshold model is

sensitive to the quitting probabilityp. A worker is engaged in a task for a longer period of time with

a smallerp as explained in Section 4.2. Therefore, a reason for longer recover time with a largerp

is that it takes longer for redundant workers to quit a task, while the sufficient number of workers

satisfies the demand.

We can conclude that the control parametersθ andp do not have an influence on the time to

recover from a lack of workers due to individual failures.
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4.5 Simulation-based Evaluation

In Section 4.4, we investigated the robustness against failures of individuals under the assumption

that individuals are fully connected with each other. Therefore, the death of an individual does not

affect communication among other alive individuals. On the contrary, communication among a pair

of nodes is mediated by intermediate nodes, i.e. multi-hop communication, in a general information

network. As such, dead nodes would make a network disconnected and introduce isolated nodes.

Isolated nodes cannot receive stimuli, and their states are excluded from derivation ofn(t) and

s(t). Furthermore, information about state and stimulus has a higher chance of loss due to multi-

hop transmission. In this section, we verify the robustness of the response threshold model against

individual failures in a lossy multi-hop network.

4.5.1 Network Control Model

We consider a hypothetical system consisting of homogeneous nodes capable of performing a task.

A node has an unique address. One of nodes is appointed as a request node, which does not perform

a task by itself. Instead, it asks other nodes to perform a task by flooding the stimulus intensity in

the form of a “request”. A node memorizes an address of its neighbor node from which it receives a

request first. As a response to the stimulus in a request, each node decides its state, that is, whether

to perform the task or not, and notifies the request node of the decision by sending a “notification”.

A notification is forwarded to the request node following the reversed path of the request. When

a neighbor node is dead, from which a node received the corresponding request, a notification is

silently discarded. Here nodes which perform the task are called “active nodes”. The other nodes

are called “idle nodes”. Those nodes that cannot receive the stimulus due to loss of requests do

not change their state. Additionally, those that cannot receive the stimulus forIr (> 0) s change

to idle nodes. A request node knows the number of active nodes from received notifications and

derives the new stimulus intensity by using Equation (4.1). The stimulus intensity is again diffused

to nodes. An interval of stimulus diffusion isIc (> 0) s, which corresponds to a control interval of

an application system.

While performing a task, each active node informs the request node of its result at regular
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Figure 4.9: Snapshot of simulation experiments

intervals ofId (0 < Id ≤ Ic) s. We call a message for this a “report”. A report message is

forwarded following the reversed path of the last received request. When the designated neighbor

node is dead, a node silently discards a report. For example, in a case of a monitoring application

of a wireless sensor network, e.g. automatic meter reading, each sensor node periodically sends a

report containing sensor reading, such as temperature and humidity, to a sink.

4.5.2 Simulation Setting

In simulation experiments, we randomly placed 500 nodes in a region of40 m × 40 m. We ad-

ditionally place a request node at the center of the region. An example of a generated topology is

illustrated in Figure 4.9. A node can communicate with nodes within the proximity of3 m. We

assume that communication delay is negligible. There are three types of messages: request, notifi-

cation, and report. Here we put an assumption that three messages are lost with the same probability

q (0 ≤ q ≤ 1) in a per-hop basis. A request node requires reports from 5 nodes everyId s. Other

parameters are summarized in Table 4.1.

In the following simulations, we try two scenarios where influence of node failures is different:

• Random failure scenario: Before we begin a simulation run, we randomly select and remove

D (0 ≤ D ≤ 500) nodes except a request node from an initial topology.
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Table 4.1: Parameter setting
Notation Description Value
M The number of nodes 500
θ Hesitation to become an active node 1
p Probability of becoming an idle node 0.01
Ic Interval between two successive stimulus diffusion 1
Id Interval between two successive report 1
Ir Timer for active nodes to change to idle nodes 10
δ Increasing rate of stimulus intensity 0.01

• Selective failure scenario: Before we begin a simulation run, we select and removeD nodes

except a request node from an initial topology in descending order of a degree.

We conduct500 simulation runs and use results at500 s in the following evaluations. The initial

state of nodes are idle. We evaluated six combinations ofD = 0, 125, and250 andq = 0.1 and

0.001.

4.5.3 Results of Random Failure Scenario

In Figure 4.10, we draw the cumulative probability distribution of the number of active nodes and

the number of received reports in the random failure scenario. Figure 4.10(a) shows that the number

of active nodes increases as the loss rateq becomes higher while the loss rateq does not affect the

number of received reports as shown in Figure 4.10(b). The loss of notifications leads to the increase

in the stimulus intensity because the request node estimates the number of active nodes to be smaller

than the actual one. By being stimulated by stronger stimulus, a larger number of nodes become

active nodes as the loss rateq becomes higher.

In addition, we can also find that the number of active nodes with the loss rateq = 0.1 is

larger than that with the loss rateq = 0.01. In the response threshold model-based network control,

requests, notifications, and reports are forwarded in a multi-hop manner. When there are dead

nodes, the number of hops from a node to a request node increases. As a result, the probability of

loss of messages increases. Consequently the stimulus intensity withq = 0.1 becomes larger than

that withq = 0.01, and it makes more active nodes.
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Figure 4.10: Influence of random node failures

4.5.4 Results of Selective Failure Scenario

In Figure 4.11, we draw the cumulative probability distribution of the number of active nodes and

the number of received reports in the selective failure scenario. From Figure 4.11(a), we observe

that the number of active nodes withD = 250 is the smallest in the case ofq = 0.1. It is quite

different from the random failure scenario.
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Figure 4.11: Influence of selective node failures

In the response threshold model-based network control, a request is diffused by flooding. As

more dead nodes exist, the number of paths from the request node to a node becomes smaller

because the network becomes more sparse. This causes difficulty for a node to receive a request.

This makes an idle node more keep its state and an active node more become an idle node. The

number of paths to a node located far more away from the request node specifically decreases

because of difficulty in taking a detour. Therefore, a node near the request node is apt to become

– 88 –



Chapter 4. Robustness against Node Failures

an active node in response to increase in the stimulus intensity. Smaller hop length of a node nearer

the request node makes the probability that its notification or report drops lower. This contributes to

the stimulus intensity calculated by the accurate number of active nodes, and the stimulus intensity

becomes smaller than other simulation settings. Then, the number of active nodes becomes smaller

while the number of reports is kept as shown in Figure 4.11(b).

4.6 Summary

In this chapter, we analyzed characteristics of the response threshold model. First we built an

analytical model which takes into account individual failures and information loss. Next we showed

that the response threshold model is highly robust as much as the number of workers can recover

without divergence of the recovery time even if all workers die. Then we investigated the robustness

in a multi-hop network and revealed that the number of workers is adaptively adjusted depending

on a network topology where random or selective failures occur.
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Chapter 5

Design Policy for Bio-inspired Network

Control to Achieve High Adaptability

Bio-inspired network control is a promising approach for realizing adaptive network controls. It

relies on a probabilistic mechanism composed of positive and negative feedback that allows the

system to eventually stabilize on the best solution. As a result, the temporary failure to function if

the solution fails due to environmental fluctuation cannot be avoided. To suppress this possibility,

we need to prevent the system from stabilizing on specific solutions. This causes the system to

continually search for alternative solutions. However, most bio-inspired network controls are not

designed with this issue in mind. In this chapter, we propose a thermodynamics-based design policy

that allows systems to retain an appropriate degree of randomness depending on the degree of envi-

ronmental fluctuation, which prepares the system for the occurrence of environmental fluctuation.

Furthermore, we verify the design policy by using an attractor selection model-based multi-path

routing to run simulation experiments.

5.1 Introduction

For information and communication networks to serve as an indispensable part of the infrastructure

for secure, dependable, and comfortable society, they must be more robust against ever-increasing
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size, dynamic changes, and complexity [71]. In recent years, many researchers have focused on in-

terdisciplinary approaches to spark innovative ideas. In particular, they have been actively working

on network controls that are inspired by biological behavior, and many published chapters support

the usefulness of such systems [66,67,72].

A bio-inspired network control relies on a probabilistic mechanism composed of positive and

negative feedback that allows searching for better solutions. On finding better solutions, the system

more aggressively selects in the direction of those solutions as a result of its positive feedback. The

system eventually stabilizes on the best solution by minimizing its negative feedback [62]. This

type of mechanism will need to search for a solution again in the case where the known solution

fails due to environmental fluctuations, such as node failures and link failures. Therefore, it is not

possible to avoid a temporary loss of function. This process implies that it is not always reasonable

for the network control to select the solution that is optimum at a particular time. To prepare for

the occurrence of environmental fluctuation, it is quite important that such systems also select other

solutions in addition to the optimum one. However, most existing bio-inspired network controls are

not designed with this issue in mind.

Let us assume that the tendency for bio-inspired network controls to select the optimum solu-

tion is measured byordering energy. The ordering energy relates to their potential performance,

which we can potentially obtain in environments that have no fluctuation. We also assume that the

tendency for them to select other solutions in addition to the optimum solution is measured bydisor-

dering energy. Disordering energy is related to performance degradation caused by environmental

fluctuation [73]. Using ordering energy and disordering energy, we can describe an appropriate de-

sign for the steady state. When a system is deployed in a stable environment, its steady state should

be designed to have high ordering energy. In contrast, for systems in dynamic environments, the

design should prevent its performance from degrading, and therefore should cause the steady state

to have low disordering energy [74]. As a consequence, we need to design systems to balance be-

tween their ordering energy and their disordering energy according to the degree of environmental

fluctuation as a means of preparing the systems for the occurrence of environmental fluctuation.

To give a quantitative interpretation of ordering and disordering energy, we focus on thermody-

namic free energy, which indicates the state of a natural substance. Thermodynamics says that free
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energyA is formulated by equationA = E − T × S, whereA, E, T , andS are the free energy,

internal energy, temperature, and entropy, respectively. The details are described in Section 5.3, but

we describe the model briefly here. Internal energyE corresponds to ordering energy. The product

T ×S corresponds to disordering energy. Assuming that temperatureT does not change, this equa-

tion implies that the temperatureT can be used to determine which change is effective in changing

free energyA, internal energyE or entropyS. From the standpoint of designs for bio-inspired

network controls, we can obtain a design for balancing the ordering energy with the disordering

energy by regarding temperatureT as the degree of environmental fluctuation, which allows us to

prepare systems for its occurrence. The obtained design contributes to making performance when

the fluctuation occurs higher than other designs.

In this chapter, we establish and verify a thermodynamics-based design policy for network

controls that will cause them to reach the steady state appropriate to the degree of environmen-

tal fluctuation. For this purpose, we first explain a steady state of network controls in terms of

thermodynamics. Next we preliminarily investigate an appropriate steady state, which depends on

the given degree of environmental fluctuation. Then, we build an analytical network control and

formulate and analyze its thermodynamic state values. From the analytical results, we obtain a

thermodynamics-based design policy. Finally, we verify the design policy by using an attractor

selection model-based multi-path routing [75] as an existing control.

The rest of this chapter is organized as follows. First, in Section 5.2, we describe related work.

Next, we describe the interpretation of network controls from the perspective of thermodynamics in

Section 5.3. Then, in Section 5.4, we explain preliminary simulation results. We build and analyze

an analytical model of a network control, and we establish a design policy in Section 5.5. In Section

5.6, we verify the design policy. Finally, we conclude this chapter.
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5.2 Related Work

Researchers are focusing on network controls based on biological self-organization (hereinafter,

BSON) in order to realize more robust communication networks. For instance, ant colony opti-

mization [8], which is inspired by the foraging behavior of ants, has been applied to routing algo-

rithms [76], and pulse-coupled oscillation [9], which is inspired by the synchronization behavior of

fireflies, has been applied to time synchronization algorithms [77]. Useful global behaviors arise

from direct and indirect interactions among nodes. However, this bottom-up approach can lead to

difficulty in designing or optimizing the global behaviors of BSON controls.

To optimize a BSON control, many researchers analyze the influence of its control parameters

on its characteristics (such as optimality and robustness) through simulation mathematical analy-

sis [65, 78]. However, each analysis is typically focused on a specific BSON control. As a conse-

quence, there is little general knowledge that can be used in optimizing existing or future BSON

controls. Some other studies have tried to quantitatively define characteristic values (see, for exam-

ple, [79, 80]). Such general definitions are helpful during the design and optimization of existing

and future BSON controls. However, it is typically supposed that each element’s behavior can be

represented by a simple stochastic automaton. This makes it difficult to define the characteristic

values of a BSON control that has complicated behaviors. As another approach, some argue that

the system should be constricted in a top-down manner to realize the desired behaviors of BSON

controls. For this style of approach, the self-organizing behavior is elucidated by focusing on an

underlying thermodynamic principle [81, 82]. However, that work does not provide us with a con-

crete method for designing and optimizing BSON controls. Still other researchers have focused on

directly controlling BSONs [83,84], aiming to achieve the desired behavior by controlling a part of

the elements. The research along this vein, however, targets improvements in transient characteris-

tics, such as convergence speed. It does not consider how steady states should emerge to achieve

sufficient robustness and performance under a given set of network conditions.

In conclusion, there is no general method to design or optimize a BSON control while taking

into account the assumed network conditions.
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Table 5.1: Interpretation from the thermodynamic perspective

Description in terms of thermodynamics

Internal energyE Energy that can potentially be extracted
EntropyS Difficulty of extracting energy
TemperatureT Average energy of particles
Free energyA Energy that can actually be extracted

5.3 Thermodynamic Interpretation

By analyzing a network control from the perspective of its free energy, we can discuss the balance

between the system’s ordering energy and its disordering energy according to the degree of envi-

ronmental fluctuation. In the following subsections, we briefly introduce a thermodynamic model

and interpret the state of a network control from the thermodynamic perspective.

5.3.1 Thermodynamics

Natural substances stabilize in the state with the minimum free energy [41]. Free energy is generally

formulated by the following equation:

A = E − T × S, (5.1)

whereA, E, T , andS are the free energy, internal energy, temperature, and entropy, respectively.

Collectively, these values are “thermodynamic state values”. Internal energyE is the stored energy,

which we can potentially extract as heat or work, and corresponds to the ordering energy. Entropy

S measures the difficulty of extracting energy from the substance. A higher entropyS means that

it is more difficult to transform the internal energyE to heat or work. TemperatureT measures

the average energy of particles of the substance. When the temperatureT is higher, the substance

includes particles with higher energy. From the definitions of temperatureT and entropyS, their

productT × S measures the energy that cannot be extracted from the substance; this corresponds

to the disordering energy. From Equation (5.1), this implies that the free energyA is the energy

that we can actually extract from the substance. Thus, natural substances become stabilized in a
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Table 5.2: Interpretation from the perspective of network controls

Description in terms of network controls

Internal energyEnw Performance that can potentially be obtained
EntropySnw Difficulty of maintaining performance
TemperatureTnw Frequency of environmental fluctuation
Free energyAnw Performance that can actually be obtained

state where change from internal energy to heat or work do not occur. The descriptions above are

summarized in Table 5.1.

5.3.2 Network Controls

A good state (e.g., a routing table with the shortest paths) of network controls emerges via direct

or indirect interactions among nodes. Let us assume here that when a network control has higher

internal energyEnw, it can potentially achieve higher performance. Note here that the term “poten-

tially” means in an ideal environment, where no fluctuation occurs. For the sake of simplicity, the

internal energyEnw is called “optimality”. We assume that a network control has higher entropy

Snw when its performance is more susceptible to environmental fluctuation. Therefore, the rate of

performance degradation for the given degree of fluctuation corresponds to the system’s entropy.

For the sake of simplicity, entropySnw is called “robustness” (note that in this chapter smallSnw

means high robustness). We assume that a network control has a higher temperatureTnw when the

environment changes more frequently. Therefore, we can quantify the temperature by node failure

rate, link error rate, and so on. We find that the productTnw ×Snw corresponds to the performance

decrease caused by the fluctuation; this follows from the interpretations ofSnw andTnw. We also

find that free energyAnw corresponds to the performance actually achieved in a fluctuating envi-

ronment, as shown in Equation (5.1). Thus, we should design network controls to have higher free

energy. The interpretations given above are summarized in Table 5.2.
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Figure 5.1: Influence of node densityd on node-disjoint paths

5.4 Preliminary Investigation

We preliminarily investigate an appropriate design for a network control that accounts for the degree

of environmental fluctuation. For this purpose, taking multi-path routing [85] as an example of a

network control, we conduct simulation experiments to investigate the influence of a design whose

optimality and robustness are different components of performance.

5.4.1 Simple Model of a Multi-path Network

We here consider a simple model of a multi-path network. In this model, many wireless nodes

are randomly distributed in the field, and each wireless node can communicate with other wireless

nodes that are within a certain radius. Some node-disjoint paths are constructed between a pair

consisting of a source node and a destination node.

More specifically, wireless nodes are randomly distributed in a field of size10 m × 10 m. To

distribute the nodes uniformly, we partition the field into blocks of size1 m × 1 m and randomly

allocated (≥ 1) wireless nodes in each of the blocks. The constantd is called the “node density”.

In total, there are100d wireless nodes in the field. In addition to these100d wireless nodes, we

place two more wireless nodes, one at(2.5, 2.5) and one at(7.5, 7.5). We call the former wireless

node the “source node” and the latter wireless node the “destination node”. Two examples of this
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wireless network are illustrated in Figure 5.1.

Each wireless node can communicate with other wireless nodes whose position is within a circle

of radius1 m. A wireless node succeeds in sending a packet to a neighboring wireless node with

probability 1 − li, where the constantli (0 ≤ li ≤ 1) is the probability that a packet to node

i is dropped due to environmental fluctuation. Let us assume a simple model of environmental

fluctuation. In this model, the source of environmental fluctuation is at position(5, 5), in the center

of the field. Environmental fluctuations affect the probabilityli for wireless nodei according to the

following formula:

li = qmax × exp

[
−(xi − 5)2 + (yi − 5)2

2× σ2

]
. (5.2)

In this equation, the position of nodei is denoted by(xi, yi). The constantqmax (0 ≤ qmax ≤ 1)

sets the degree of environmental fluctuation. As this constant is larger, the environment more fre-

quently fluctuates. The constantσ2 (> 0) denotes the extent of the area affected by environmental

fluctuation. As the constantqmax becomes larger, environmental fluctuation occurs more frequently.

As the constantσ2 becomes larger, a wider area is affected by environmental fluctuation.

We search for all node-disjoint paths between the source node and the destination node. We use

the shortest three paths as “path candidates”. When the source node sends a packet to the destination

node, it probabilistically selects a path from among the path candidates. The probability that the

source node selects pathj is given by a set of constantspj∈{1,2,3} (0 ≤ pj ≤ 1) in advance. A

packet is iteratively forwarded to the destination node along the selected path.

5.4.2 Path Candidates with Different Characteristics

We prepare two types of path candidates, which have different characteristics: hop length and sus-

ceptibility to environmental fluctuation. For this purpose, we investigate topologies with different

node densitiesd.

The left panel of Figure 5.1 is a sample of node-disjoint paths when nodes are sparsely dis-

tributed (d = 2). The right is a sample of node-disjoint paths when nodes are densely distributed
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(d = 15). In these figures, black lines denote the path candidates, that is, the three shortest node-

disjoint paths. Gray lines denote other node-disjoint paths. Red, blue, and green nodes are the

source, destination, and relay nodes, respectively. When the node densityd is 2, there is a small

number of node-disjoint paths. These paths detour, and the path candidates are long paths and cover

a wide area. When node densityd is15, there are a large number of node-disjoint paths. These paths

lie near the shortest path, and here they are as short as the shortest path.

Figure 5.2 shows the relative lengthsrj (≥ 1) of thej shortest paths. Here the relative length

rj is defined asrj = nj/n1, wherenj (≥ 1) is the hop length of thejth shortest path. For each

node density, we randomly generate1, 000 topologies and calculaterj for all path candidates and

topologies. Figures 5.2(a) and 5.2(b) are the cases for node densityd at 2 and15, respectively.

In these figures, thex-axis corresponds to the relative lengthrj , and they-axis corresponds to the

cumulative incidence of successful transmission in the trials.

Figure 5.2(a) shows that the cumulative probability does not always reach1 when the node

densityd is 2, that is, in the sparse case. This means that it becomes more difficult to find suitable

detours because the wireless nodes are more sparsely distributed. There are at least two successful

paths in980 samples out of1, 000 samples. However, half of them are1.2 times longer than the

shortest one. In the worst case, they are2.1 times longer. In757 of 1, 000 samples, we can obtain

three paths. The middle-length paths are1.5 times longer than the shortest path. The longest paths

are3.0 times in the worst case. Thus, the number of detours is small in the sparse case. However, the

detours lie in a wide area far from the shortest path, and the path candidates are not simultaneously

affected by environmental fluctuation.

In contrast, Figure 5.2(b) shows that the cumulative probability always reaches1. This result

means that detours always exist because nodes are more densely distributed. In70% of all samples,

the hop length of the second-shortest path is equal to the hop length of the shortest path length. At

the worst case, it is only1.25 times the length. In40% percent of all samples, the hop length of the

third-shortest path is the same as the hop length of the shortest path. In the worst case, it is only

1.25 times the length. Thus, more detours exist in the dense case. However they lie in a narrow area

near the shortest path. As a result, the path candidates are simultaneously affected by environmental

fluctuation.
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Figure 5.2: Influence of node densityd on the three shortest node-disjoint paths

From the above results, the path candidates consist of paths that take a roundabout route when

the node densityd is small, such as whend = 2. In such cases, each path is not simultaneously

affected by environmental fluctuation. However, the alternate paths are longer than the shortest path.

In contrast, when the node densityd is large, such as whend = 15, the path candidates include paths

of equal length, but these paths are apt to be simultaneously affected by environmental fluctuation.
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In the next subsection, we investigate an appropriate design for multi-path routing that depends

on the degree of environmental fluctuationqmax.

5.4.3 Design Depending on Degree of Fluctuation

We discuss an appropriate design for multi-path routing depending on the degreeqmax of environ-

mental fluctuation. For this purpose, we conduct simulation experiments with three designs that

have different levels of optimality and robustness (as defined in Section 5.3.2) and examining dif-

ferent node densitiesd. The source node can avoid selecting a path susceptible to environmental

fluctuation by making the robustness higher. However, it becomes difficult for the source node to

select the shortest path when its optimality is lower, even when the path would not be affected by

environmental fluctuation.

Rule–A maximizes optimality without concern for robustness. For the rule, probabilitiesp1,

p2, andp3 are set at1, 0, and0, respectively. Rule–B lowers the optimality from Rule-A but raises

the robustness. For the rule, probabilitiesp1, p2, andp3 are set at0.7, 0.15, and0.15, respectively.

Rule–C further lowers the optimality and further raises the robustness from Rule–B. For the rule,

probabilitiesp1, p2, andp3 are set at0.4, 0.3, and0.3, respectively. In all cases, the constantσ2 is

1, the node densityd is 2 or 15, and the degreeqmax of environmental fluctuation ranges from0 to

1 in step sizes of0.1.

Figure 5.3 shows the simulation results. In the figure, thex-axis corresponds to the degree

qmax of environmental fluctuation, and they-axis corresponds to fitness. Here, fitness is defined as

n1/nj when the destination node succeeds in receiving a packet using pathj and as0 otherwise.

We choose topologies with3 or more node-disjoint paths. We send1, 000 packets, and we calculate

the average fitness by using the1, 000 generated samples. For the sake of simplicity, we use the

term “fitness” for the average of fitness as defined above.

First, we investigate the case withd = 2 where paths are not simultaneously affected by en-

vironmental fluctuation but the lower-ranked paths are longer than the shortest path. Figure 5.3(a)
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shows that Rule–A is the most effective to obtain the highest fitness when the degreeqmax of envi-

ronmental fluctuation is near0. By prioritizing increased optimality, Rule–A sacrifices its robust-

ness. This leads to difficulty in maintaining fitness as the degree of fluctuationqmax increases. At a

certain point, the fitness achieved under Rule–A is exceeded by the fitness under Rule–B and Rule–

C. Specifically, when the degreeqmax is about0.15, the fitness under Rule-A drops to the fitness

achieved with under other rules. As the degree ofqmax becomes higher, the difference becomes

much clearer.

Next, we investigate the case whend = 15 where path candidates are equally short but the path

candidates are apt to be simultaneously affected by environmental fluctuation. Figure 5.3(b) shows

that a higher degreeqmax leads to the deterioration of fitness, regardless of the chosen rule, but

Rule–A always results in the highest fitness. This is because the path candidates are spatially close

each other, and so they are apt to be simultaneously affected by environmental fluctuation. Thus,

each path is disconnected at a similar rate. In such cases, the path candidates are prepared just only

considering the increase in the optimality. These cases do not produce an effect of the disordering

energy. As a result, an increase in the robustness does not contribute to keeping good fitness against

an increase in the degree of fluctuationqmax. The detail about this will be discussed in the next

section, but it is here better to prioritize optimality, that is, ensuring that the source node selects the

shortest path. Rule–A, which has the highest optimality, therefore succeeds in obtaining the highest

fitness.

These results imply that we should design multi-path routing so that higher robustness is sought

when the path candidates include paths insensitive to environmental fluctuation and paths that are

likely to work in a more frequently fluctuating environment. In the next section, we establish a

design policy for network control from the perspective of thermodynamic free energy.

5.5 Free Energy-based Design Policy

We establish an appropriate policy for designing a network control system that balances optimality

against robustness according to the degree of environmental fluctuation, which we assume will oc-

cur. For this purpose, we first abstract the features of network control. Next, we build an analytical
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Figure 5.3: Impact of environmental fluctuation on the average fitness

model. Then, we formulate that analytical model by a free-energy model. Finally, we analyze the

degree of free energy and construct a design policy for the network control.
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Figure 5.4: Abstract image of bio-inspired network controls

5.5.1 Abstraction of Network Control

Figure 5.4 is an abstract image of a network control. In the figure, thex-axis corresponds to the

solution space, which is searched for a better solution, and they-axis corresponds to the goodness of

the discovered solution. The solution’s goodness is hereinafter called its “gain”. Each black circle

denotes a state of the network control at a certain time. Taking multi-path routing as a network

control, a solutionx corresponds to a path, and its gain corresponds to the shortness of the path.

Solution affected by environmental fluctuation correspond to paths disconnected by link errors,

node failures, and so on.

The network control eventually stabilizes on the solution with the highest gain at a certain time.

In environments without fluctuation, the gradient of gain does not change. When this is the case,

it is the best action for the network control to stay on the solution, as shown in Figure 5.4 (a).

However, actual networks are typically affected by environmental fluctuation, and so the gradient

of gain changes dynamically. To suppress the influence of environmental fluctuation, the network

control must avoid stabilizing on the solution with the highest gain at a particular moment in time.

It is important that the network control select additional solutions, even if those have lower gain at

a certain time, as shown in Figure 5.4 (b).
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5.5.2 Analytical Model of Abstract Network Control

We describe an analytical model of the abstract network control. In this analytical model, the gain

of a solutionx is given by a Gaussian functiong(x) = gmax × exp[−x2/2σ2
2] when the solution

x is not affected by environmental fluctuation. The gain is0 when the solutionx is affected by

environmental fluctuation. Here, the coefficientgmax (0 ≤ gmax ≤ 1) sets a maximum value

for the gain. A solutionx is affected by environmental fluctuation per unit time with probability

q(x) = qmax × exp[−x2/2σ2
3]. Thus, the solutionx is, on average, affected by environmental

fluctuation at intervals ofexp[x2/2σ2
3]/qmax. Here, coefficientqmax (0 ≤ qmax ≤ 1) indicates

the maximum degree of environmental fluctuation. The solutionx is selected with probability

p(x) = exp[−x2/2σ2
1]/
√

2πσ2
1. The descriptions of these parameters are summarized in Table

5.3.

5.5.3 Definition of Free Energy of Analytical Model

In Section 5.3, we stated that, in a fluctuation environment, the free energyA is identical to the

performanceG that is actually achieved by the network control. For the analytical model, the

performanceG can be formulated as the following equation:

G =

∫ ∞

−∞

1√
2πσ2

1

× e
− x2

2σ2
1 ×

{
gmax × e

− x2

2σ2
2 ×(

1− qmax × e
− x2

2σ2
3

)
+ 0× qmax × e

− x2

2σ2
3

}
dx

= gmax ×

√
σ2
2

σ2
2 + σ2

1

− qmax ×

gmax ×

√
σ2
2σ

2
3

σ2
2σ

2
3 + σ2

1

(
σ2
2 + σ2

3

) . (5.3)

Here, the first term on the right side is the maximum performance that can be achieved in an

environment without fluctuation. This term corresponds to optimality. The second term indicates

performance degradation due to environmental fluctuation. This term corresponds to robustness (see

Section 5.3.2 for the precise definitions of optimality and robustness). The aim of this chapter is to
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Table 5.3: Parameters of analytical model

Symbol Description

qmax Maximum degree of environmental fluctuation
gmax Maximum gain of solution
σ2
1 Randomness in selecting a solution

σ2
2 Abundance of good solutions

σ2
3 Extent of influence of environmental fluctuation

present an appropriate design for a network control that accounts for the degree of environmental

fluctuation, with the intent of preparing the network control for fluctuation. To meet this objective,

we regard the coefficientqmax as the expected degree of environmental fluctuation. In the following,

we discuss a design appropriate for a network control that accounts for environmental fluctuation.

5.5.4 Design Policy Depending on Degree of Fluctuation

Maximizing the performanceG is identical to balancing the robustness, which corresponds to the

second term, with the optimality, which corresponds to the first term, for a given degreeqmax

of environmental fluctuation. To achieve this, we first describe how to maximize the optimality.

Then, we describe how to maximize the robustness. Finally, we consider an appropriate balance

between the optimality and the robustness according to the expected degreeqmax of environmental

fluctuation.

• For maximizing optimality

The first term on the right side of Equation (5.3) indicates the maximum value of the performance

G and is identical to the performance achieved by the network control in an environment without

fluctuation. Therefore, we adjust the varianceσ2
1 depending on the path candidates, which depend

on the varianceσ2
2, so as to maximize the optimality. To do this, the varianceσ2

1 must fall when

the varianceσ2
2 does. This suggests that the network control will more aggressively select solutions

with larger gain as the solution candidates include more solutions with smaller gain.

• For maximizing robustness
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The second term on the right side of Equation (5.3) indicates the degradation of the performance

G due to environmental fluctuation. Larger values for this term imply weaker robustness against

environmental fluctuation. Therefore, to maximize the robustness, we need to minimize the second

term for the solution candidates by parameter tuning. To minimize the second term, we reduce the

varianceσ2
2 as the varianceσ2

3 grows. If we cannot reduceσ2
2 due to restrictions on the network

environment (e.g., such as those discussed for the network topology and node densityd in Sec-

tion 5.4), thenσ2
1 should be made larger. These relations suggest that we should prepare solution

candidates having lower gain because the influence of environmental fluctuation will be relatively

suppressed in those solutions. Furthermore, when it is not possible to prepare these solutions, it is

better for the network control to increases its randomness in selecting solutions so that selecting a

solution susceptible to environmental fluctuation becomes less likely.

• For balancing robustness with optimality

We regard Equation (5.3) as a one-dimensional function of the degreeqmax of environmental fluc-

tuation. Then, we expect that an appropriate balance between the robustness and the optimality

exists and depends on the degreeqmax. As examples, when the degreeqmax is small, such as when

qmax = 0, it is more effective to prioritize maximizing optimality, that is, to make the varianceσ2
1

smaller. When the degreeqmax is large, such as whenqmax = 1, it is more effective to prioritize

maximizing robustness, that is, to make the varianceσ2
1 larger. These cases imply that we must

appropriately choose a balance between optimality and robustness, and this balance will depend on

the expected degree of environmental fluctuation.

Using numerical examples, we first show that the degreeqmax of environmental fluctuation

affects which should be prioritized for maximization: optimality or robustness. Figure 5.5 shows

the numerical examples. In the figure, thex-axis corresponds to the degreeqmaxof environmental

fluctuation, and they-axis corresponds to the performanceG as obtained from Equation (5.3). Here,

the degreegmax, the varianceσ2
2, and the varianceσ2

3 are set at0.5, 30, and15, respectively. As the

parameter setting for the optimality to be prioritized, the varianceσ2
1 is set at10. As a parameter

setting for the robustness to be prioritized, the varianceσ2
1 is set at30. The figure depicts the results.

From this figure, we see that the robustness should be prioritized whenqmax > 0.6. This shows
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Figure 5.5: Tradeoff between robustness and optimality

that the appropriate balance depends on the degreeqmax of environmental fluctuation.

Next, we investigate the appropriate balance according to the degreeqmax of environmental

fluctuation and the solution candidates. For this purpose, we numerically derive the varianceσ2
1

at which the performanceG is maximized when the parametersσ2
2, σ2

3, gmax, andqmax are fixed.

For the testing, the variancesσ2
2 andσ2

3 range from0.1 to 5.0 in steps of0.1. The coefficientgmax

is taken as1, and the coefficientqmax is taken as0.125 or 0.5. Altogether, this results in5, 000

sets of parameter values. Figure 5.6 shows the results. Similarly, the results for the maximum

performanceG are shown in Figure 5.7. In each figure, thex-axis is the varianceσ2
3, and they-axis

is the varianceσ2
2. Shading intensity indicates the varianceσ2

1 (Figure 5.6) or the performanceG

(Figure 5.7). In each figure, lighter shades indicate higher values.

Figure 5.6(a) shows that shading for a wide range of gradients is darker when the degreeqmax is

set at0.125. This result suggests that the maximization of the optimality in case ofqmax = 0.125 is

prioritized so as to maximize the performanceG. In contrast, the shading is lighter when the degree

qmax is 0.5, as shown in Figure 5.6(b). This result suggests that whenqmax = 0.5, robustness

is more heavily prioritized. In the analytical model, the robustness is sacrificed by enhancing the

optimality. To achieve a balance between robustness and optimality whenqmax is 0.5, it is better
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Figure 5.7: Optimal value of the performanceG

that the varianceσ2
1 is set below the maximum value of5; here, it is set at1. Additionally, we can

notice a trend in which the shading becomes lighter when the varianceσ2
2 is higher than the variance

σ2
3. This results implies that the optimality needs to be prioritized if the solution candidates include

solutions that have higher gain and are not susceptible to environmental fluctuation. In contrast,

we can also see a trend in which the shading becomes darker when the varianceσ2
2 is less than

the varianceσ2
3. The solution-selection rule does not increase the performanceG when almost all

solution candidates are susceptible to environmental fluctuation. In this case, it is better to prioritize

optimality in order to maximize the performanceG, such as Rule–A in Figure 5.3(b).
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5.6 Verification of Design Policy

We verify the free-energy-based design policy for network controls. For this purpose, we intro-

duce an existing system for multi-path routing and identify the parameter that changes its balance

between optimality and robustness. Then, we investigate the appropriate balance between the char-

acteristics. Finally, we verify the design policy described in the previous section.

5.6.1 Example of Existing Multi-path Routing

We take an attractor selection model for multi-path routing [44, 75] as an example of an existing

system for multi-path routing.

5.6.1.1 Mechanism of Path Selection

We make two assumptions. The first is thatK node-disjoint paths are constructed between a source

node and a destination node in advance. The second is that the source node knows the addresses of

all wireless nodes on all node-disjoint paths. A pathj ∈ {1, 2, · · · ,K} has a state valuemj (≥ 0).

At an interval ofIc, the source node selects the path with the maximum state value from among all

paths. The state valuemj evolves according to the following equation:

ṁi =

(
β × αγ + 1√

2

1 + max1≤j≤K m2
j −m2

i

−mi

)
× α+ ηi. (5.4)

Here, there areK attractors that depend on which of the state values is the largest. The coeffi-

cientβ (> 0) sets the maximum depth of attractors, and the coefficientγ (> 0) sets the magnitude

of attraction by attractors. The termηi is a random value with mean0 and variance1 (i.e., stochas-

tic noise). The variableα (0 ≤ α ≤ 1) is the goodness of the multi-path routing. The details are

described later, but, broadly, the variableα becomes larger as the source node more stably selects a

shorter and better connected path. We hereinafter call this variable “activity”.
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5.6.1.2 Derivation of Activity

The source node calculates the activityα based on the path length selected by the source node and

its connectivity.

To obtain a path’s connectivity, the source node observes its connectivity in a periodic manner.

For this purpose, the source node sends an “observation packet” at intervals ofIs along the path se-

lected by the above-mentioned mechanism of path selection. In each observation packet, the source

node stores a list of the addresses of wireless nodes on the path. The relay nodes iteratively forward

the packet by following the list. When the destination node receives the packet, the destination

node sends a “notification packet” back to the source node. This notification packet is iteratively

forwarded along the reversed path of the corresponding observation packet. If the source node does

not receive the notification message before it sends the next observation packet, the source node

assumes that the path was disconnected by environmental fluctuation. Even if the source node later

receives the notification packet, the packet will be dropped.

From the results of observation, the source node updates the activityα at an interval ofIa as

follows:

α̇ = δ ×
(
Lmin

Lnow
− α

)
. (5.5)

In this equation, the coefficientδ is a smoothing coefficient;Lmin (> 0) is the minimum hop

length of connected paths within the lastIh observations; andLnow (> 0) is the hop length of the

last-observed path. Note here thatLmin/Lnow is 0 when the last-observed path was not connected.

5.6.1.3 Behavior of Multi-path Routing

The source node sends a “data packet” at intervals ofId [s] along the selected path, which is de-

termined by the attractor selection mechanism. As the source node selects a worse path, such as a

longer path or a disconnected path, the activityα gradually decreases. Simultaneously, the relative

influence of the noise termηi in Equation (5.4) on the change of the state valuemi becomes larger.

The magnitude relationship of the state values is apt to be changed by the noise term, and so the
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source node selects a path more randomly in its search for a better path. As the source node finds

better paths, the activityα gradually becomes larger. Simultaneously, the relative influence of the

first term of Equation (5.4) on the change of the state valuemi becomes larger. The state value of

the found path increases, and the other state values decrease. Eventually, the magnitude relationship

of the state values becomes stable, and the source node selects a specific path more stably.

5.6.1.4 Parameter for Balance between Robustness and Optimality

In the attractor selection model of multi-path routing, the parameterβ affects which of optimality

and robustness is prioritized. Specifically, as parameter theβ becomes smaller, the source node

becomes more likely to stabilize on only the shortest path. Therefore, we can regard the maximiza-

tion of optimality as the minimization of the parameterβ. In the other direction, as the parameter

β becomes larger, the source node becomes more likely to stabilize on a path without regard to its

hop length, increasing the chance that communication between the source node and the destination

node will be maintained. This is because the source node can easily stabilize on connected paths

regardless of hop length. Thus, we can regard the maximization of robustness as the maximization

of the parameterβ. In the following, we therefore call the parameterβ the “balance parameter”.

5.6.2 Simulation Experiment

We verify the free-energy-based design policy through simulation experiments using the attractor

selection model of multi-path routing. For this purpose, we derive an appropriate balance between

robustness and optimality by investigating the approach-balancing parameterβ. Comparing the

results obtained by simulation with those described in Section 5.5.4, we verify the design policy.

5.6.2.1 Simulation Setting

Using the simple model of a multi-path network described in Section 5.4, we prepare a wireless

network and path candidates. The parameter values are set as follows. We evaluate two node

densities,d = 2 andd = 15. In the case of node densityd = 2, there are path candidates that

are not simultaneously affected by environmental fluctuation, but almost all of the path candidates
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Table 5.4: Parameter setting

Symbol Value Description

Ic 1 [s] Interval between path selection
Is 1 [s] Interval for observing connectivity
Ia 1 [s] Interval for updating activity
Id 1 [ms] Interval between sending of data packets
Ih 10 packets Length of history
γ 1.0 Magnitude of attraction
δ 0.1 Smoothing coefficient

are longer than the shortest path. In the other case (d = 15), there are path candidates as short as

the shortest path, but the path candidates are simultaneously affected by environmental fluctuation.

The degreeqmax of environmental fluctuation ranges from0.0 to 0.5 at intervals of0.125. The

varianceσ2 is set at1. The balance parameterβ ranges from5 to 20 at intervals of5. As the

balance parameterβ becomes larger, the maximization of the robustness becomes more prioritized.

The other parameters are set as shown in Table 5.4. The initial state vectorm⃗ is set at⃗m = (β, 0, 0).

The initial activityα is set at1. In this parameter setting, the shortest path is stably selected by the

source node just after a simulation begins. The following simulation results are the average values

from across500 simulation runs, where the duration of a single run is1, 000 [s].

5.6.2.2 Simulation Result

Figure 5.8 shows the results. In the figure, thex-axis corresponds to the ratio of the number of data

packets received by the destination node relative to the number of data packets sent by the source

node during a simulation run. This ratio measures the robustness, which here means the degree

to which communication is maintained despite environmental fluctuation. We hereinafter call this

ratio the “degree of robustness”. They-axis corresponds to the relative length of the path used to

send the data packet to the destination node. The relative length is defined asnj/n1, wherenj is the

hop length of pathj, and path1 is the shortest path. This value corresponds to the optimality, which

measures the quality of communication. This value is hereinafter called the “degree of optimality”.

The balance between optimality and robustness is taken as better when the degree of robustness is
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Figure 5.8: Influence of balance parameterβ on balance between robustness and optimality

closer to the degree of optimality and both are higher. The balance parameterβ is distinguished in

the figure by symbol color. The blue, red, orange, and green symbols denote results forβ = 5, 10,

15, and20, respectively.

First, we discuss the simulation results when we can obtain path candidates that are not simul-

taneously affected by environmental fluctuation, although they include longer paths. Figure 5.8(a)
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shows that it is better that optimality is more prioritized when environmental fluctuation occurs less

frequently. From this figure, we can see that a parameter value ofβ = 15 achieves the best balance

between optimality and robustness when the degreeqmax of environmental fluctuation is0.5. This

result agrees with the suggestion that the maximization of robustness is prioritized, that is, the bal-

ance parameterβ is best set at larger values when environmental fluctuation occurs more frequently.

However, it is not always better to increaseβ. In this simulation setting, the best value forβ is not

the maximum value of20; it is 15. As the degreeqmax becomes smaller than0.5, the best value for

the balance parameterβ becomes smaller. This implies that it is good to prioritize optimality more

strongly as the degreeqmax becomes smaller. Here, when the degreeqmax is set at0.375 and0.25,

the setting the parameterβ to 10 achieves the best balance. In addition, settingβ to 5 achieves the

best balance when the degreeqmax is set at0.125. However, there is an inconsistency in this figure.

The best value forβ is 20 when the degreeqmax is set at0, that is, when environmental fluctuation

does not occur. In this simulation setting, just after the simulation begins, the source nodes stably

selects the shortest path. When the degreeqmax is set at0, the shortest path is always connected.

In this case, the best balance between optimality and robustness is achieved by the source node

continuing to select the shortest path until the simulation finishes. Thus, the best value forβ is 20,

the maximum possible value in this simulation setting; however, this depends on the initial setting

of the simulation.

Next, we discuss the simulation result when we can obtain a set of path candidates that include

equally short paths as the shortest path but candidates are simultaneously affected by environmental

fluctuation. The simulation results are shown in Figure 5.8(b). This figure shows that the value of

the balance parameterβ does not affect the balance between optimality and robustness, and so no

single appropriate balance exists. When the node densityd is 15, the path candidates lie in a narrow

area near the shortest path, and each path is disconnected with similar frequency. A rule for path

selection therefore does not contribute to maintaining communication between the source node and

the destination node. That is, we cannot improve robustness by adjusting the balance parameterβ.

Therefore, there is no best balance between robustness and optimality.

In conclusion, the balance parameterβ should be set at a larger value for the network control to

be equipped with the ability to endure more frequent environmental fluctuation, but this is helpful
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only when the path candidates include paths not simultaneously affected by environmental fluctu-

ation. This suggestion agrees with the free-energy-based design policy described in the previous

section.

5.7 Summary

We formulated and analyzed a free-energy model of network control. Then, we established a design

policy based on the analytical results. The obtained policy suggests that network control should be

designed to improve its robustness in cases where it is deployed in more dynamic environments and

has solution candidates that are insusceptible to environmental fluctuation.
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Conclusion

A bio-inspired network control is a promising approach to realize resilient wireless sensor and

actuator networks (WSANs). In this thesis, we took two steps in order to realize resilient WSANs.

The first step is that we realize bio-inspired robust mechanisms for WSANs. The second one is that

we propose a design policy to equip a bio-inspired WSAN control with the appropriate adaptability

depending on its design requirements.

In Chapter 2, we first studied the robustness of bio-inspired WSAN controls against location

error of nodes and shape error of sensing areas caused by environmental noise. For this purpose,

we proposed and verified the attractor selection model-based coverage control. Most of existing

coverage protocols require accurate information about the location, sensing area, and sensing state

of neighbor nodes. Therefore, they suffer from the errors leading to degradation of coverage and

redundancy of active nodes. In addition, they introduce communication overhead leading to energy

depletion. On the other hand, our proposal enables autonomous decision on nodes without accu-

rate location information and communication with neighbor nodes by adopting the attractor select

model, the nonlinear mathematical model of adaptive behavior of biological systems to dynami-

cally changing environment. Through simulation experiments, we showed that our proposal can

achieve the sensing ratio of up to 0.98 and prolong the life time of the network up to 6-fold by

comparison with CCP. In addition, it was also shown that our proposal is superior to CCP when

the maximum location error is larger than6 m. Results in this chapter support that the bio-inspired
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WSAN controls are equipped with the high robustness against the errors.

Next, we focused on the robustness of bio-inspired WSAN controls against parameter setting in

Chapter 3. For this purpose, we proposed and verified the response threshold model-based device

assignment control. The existing mechanisms suffer from difficulty in designing an appropriate set

of rules with fine-tuned parameters. Our proposal realizes the fully distributed and self-organizing

device assignment mechanism by adopting the response threshold model, which imitates division

of labors in a colony of social insects. The deterministic and complicated rules are not required,

and an appropriate device assignment emerges as a consequence of autonomous decision of indi-

vidual nodes. Through simulation, we confirmed that our proposal accomplishes as effective device

assignment as an existing deterministic mechanism and is less sensitive to parameter setting er-

rors. Results obtained from this chapter show that bio-inspired WSAN controls are robust against

parameter setting.

Then, in Chapter 4, we studied the robustness of bio-inspired WSAN controls against node fail-

ures in lossy environment. For this purpose, we analyzed the robustness of the response threshold

model against individual failures in lossy environment. The original response threshold model as

a mathematical model of biological behavior is built under an assumption that there is no dead in-

dividual and no information loss. It is not clear yet how individual failures and information loss

affect the steady and transient states. Therefore, we built its analytical model and conducted math-

ematical analysis in order to show the robustness against individual failures in lossy environment.

Through analysis and simulation experiment, we confirmed that the number of workers recovers

from individual failures even if dead and isolated individuals exist. This implies that the robustness

originates from abundance of states that can be taken. Moreover, we also confirmed that the recov-

ery time does not diverge as more individuals die. Results in this chapter imply that bio-inspired

WSAN controls are robust against node failures.

Finally, we established and verified the design policy for a bio-inspired WSAN control to have

the sufficient adaptability depending on the expected degree of environmental fluctuation in Chapter

5. We focused on the fact that the goodness of its state can be analyzed in terms of thermodynamic

free energy. Therefore, we formulated and analyzed the free energy of a bio-inspired WSAN con-

trol. We established the design policy based on the analytical results. The obtained policy suggests
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that it is better that the randomness increases as the network control is expected to work in environ-

ment with more frequent fluctuation if the solution candidates include those which are insusceptible

to environmental fluctuation and have higher gain.

Throughout this thesis, we confirmed that bio-inspired WSAN controls contribute to realizing

resilient WSANs. However, it is also shown that bio-inspired WSAN controls are not necessarily

versatile. From simulation results, we clearly find that there is a turning point where their superiority

or inferiority to conventional network controls are reversed. As our future work, we need a method

to clarify an application area of a bio-inspired network control by identify its turning point. In

addition, origins of resilience of biological systems are not well solved, and the recent technical

progress advances investigation into unknown mechanisms, which have not been studied in detail.

Thus, there is room to obtain novel ideas and inspirations and realize more resilient WSANs by

collaborating with researchers in diverse fields. We hope that this thesis expresses possibility of bio-

inspired WSAN controls to researchers all over the world and contributes to accelerating research

and development.
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