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SUMMARY In a multi-tenant data center, nodes and links of tenants’
virtual networks (VNs) share a single component of the physical substrate
network (SN). The failure of a single SN component can thereby cause
the simultaneous failures of multiple nodes and links in a single VN; this
complex of failures must significantly disrupt the services offered on the
VN. In the present paper, we clarify how the fault tolerance of each VN
is affected by a single SN failure, especially from the perspective of VN
allocation in the SN. We propose a VN allocation model for multi-tenant
data centers and formulate a problem that deals with the bandwidth loss in
a single VN due a single SN failure. We conduct numerical simulations
(with the setting that has 1.7 × 108 bit/s bandwidth demand on each VN,
(denoted by Ci)). When each node in each VN is scattered and mapped to
an individual physical server, each VN can have the minimum bandwidth
loss (5.3×102 bit/s (3.0×10−6×Ci)) but the maximum required bandwidth
between physical servers (1.0 × 109 bit/s (5.7 ×Ci)). The balance between
the bandwidth loss and the required physical resources can be optimized
by assigning every four nodes of each VN to an individual physical server,
meaning that we minimize the bandwidth loss without over-provisioning of
core switches.
key words: data center, multi-tenant, virtual network allocation, multiple
simultaneous failures, fault tolerance

1. Introduction

A data center for the Infrastructure-as-a-Service (IaaS) type
of cloud computing serves virtual data center infrastructures
for client organizations, i.e., tenants. In order to host not
only business-critical applications but also mission-critical
ones in a virtual infrastructure, high availability must be en-
sured through the use of a fault-tolerant design. One of the
typical methods for building the virtual infrastructure is to
introduce an overlay network architecture based on a tunnel-
ing protocol such as VXLAN (Virtual Extensible Local Area
Network) [1]. In this architecture, the virtual network (VN)
for a tenant is built as an overlay network by connecting VN
nodes, i.e., virtual machines (VMs), that are pooled on the
physical servers of the physical substrate network (SN) at
the data center. Although the topology of the VN is inde-
pendent of that of the SN, the components of the VN should
be appropriately assigned to physical components in the SN
in order to share the SN’s resources effectively and tolerate
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SN failures. This paper focuses on clarifying the fault tol-
erance of the VN in terms of the influence from SN failures
and establishing an efficient allocation of resources to the
VN. Our goal is to ensure high availability for the VN so
that mission critical applications can be hosted on it.

Mapping VNs to the shared SN in the data center faces
issues similar to those raised by embedding VNs in a shared
ISPs (Internet Service Providers) network. These issues are
commonly referred to as the Virtual Network Embedding
(VNE) problem, which has been a major research topic in
network virtualization [2]. In the VNE problem, researchers
have proposed to improve the availability, survivability, and
resiliency of VNs by minimizing the network disconnec-
tions and capacity loss due to physical link failures [3], [4]
and by minimizing the sum of all working and backup re-
sources of physical nodes and links [5]–[7]. Similar to
VNEs, a number of proposals have been made on reliability-
aware resource allocation and redundancy provisioning in
data center networks. One is an allocation scheme that aims
at minimizing the impact of failures on VNs by spread-
ing the VMs across multiple fault-domains while reducing
bandwidth consumption in the core area of the SN [8]. An-
other is a scheme that considers minimum shared backup re-
sources reserved on physical links and nodes after physical
failures [9]–[12]. The latter studies [9]–[12] suppose that
the VN allocation has an impact on the SN resource con-
sumption in terms of backup and restore resources after SN
failures. These studies, however, do not consider fault toler-
ance of the VN. Although a fault-tolerance metric has been
proposed in [8], failure-recovery characteristics and band-
width loss during the recovery time are out of its scope.

We therefore focus on the failure-recovery characteris-
tics of a single VN and analyze its bandwidth loss as a fault-
tolerance metric. For this purpose, in [13], we first hypoth-
esized that the recovery time of a single VN increases with
the failure complexity and explained our procedure for con-
trolling this recovery time. We then proposed a model for
multi-tenant data center networks and formulated a problem
that deals with the impact of failures in the SN, expressed in
terms of bandwidth loss in each VN. In this paper, we de-
scribe scale-out scenarios for the SN to account for what oc-
curs in actual data centers. We also detail a heuristic method
that solves the problem. We thereby examine how much the
VN allocation affects the bandwidth loss on failure. We de-
scribe that the bandwidth loss in a single VN is highly de-
pendent on whether components in the VN are consolidated
in a few physical components or distributed to many phys-
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ical components. We also show the trade-off between the
bandwidth loss and the physical resources, i.e., bandwidth
and power, required by the VN in the SN.

The rest of this paper is organized as follows. In Sect. 2,
we present our hypothesis about the VN recovery time. In
Sect. 3, we describe a model of a multi-tenant network and
the problem expressing our allocation scheme. In Sect. 4,
we present a heuristic for solving the problem. In Sect. 5,
we evaluate the VN allocation, and finally, in Sect. 6, give
conclusions.

2. A Hypothesis on the Failure Recovery Time

In virtualized environments, many VNs are consolidated
into the SN for better physical resource utilization as well
as cost effectiveness. Multiple components of VNs thereby
share a single physical component in the SN. As a result, the
single failure of, e.g., a single physical server can simultane-
ously disrupt not only multiple VNs but also multiple nodes
and links in a single VN. This characteristic significantly
impacts the availability of the VN, as compared to the tradi-
tional network composed of dedicated physical components.
Previous studies have shown that multiple simultaneous fail-
ures in a network can lead to a longer recovery time [14] as a
result of, e.g., BGP (Border Gateway Protocol) convergence
delays in inter-AS (Autonomous Systems) routing [15], the
complexity of fault localization in large enterprise systems
[16], and SRG (Shared Risk Group) failures in optical net-
works [4]. On the basis of our knowledge and experience,
we believe that the same problems exist in VNs in a multi-
tenant data center.

Based on the above discussion, the hypothesis for the
relationship between the failure complexity and the network
recovery time is illustrated in Fig. 1. When the complex-
ity of failures in a single VN is low, e.g., when only a
few components in the VN fail simultaneously, the VN can
recover after a few seconds by automatically switching to
hot-standby nodes and links. This can be done by using
existing autonomous decentralized control techniques such
as VRRP (Virtual Router Redundancy Protocol) [17] and
VMware FT (Fault Tolerance) [18]†. We call this technique
hot-standby recovery. On the other hand, if the complexity

Fig. 1 Hypothesis of time to recovery from failures in a single VN.

of the failure is high, the VN has a great risk of inducing un-
expected behaviors from misconfigurations, software bugs,
etc. [19], [20]. This behavior can prevent the failed nodes
and links from switching to standby ones. It can thereby
significantly delay the restoration of the VN, which may end
up taking several minutes or even hours. Since this type of
failures depends on the implementation and configuration of
the VN, it is difficult to predict the occurrence of such fail-
ures as well as their duration in advance. We hence adopt
a centralized control technique by which the failed nodes
are forced to be terminated and cold-standby nodes are al-
ternatively booted [21], [22]; this technique can reduce the
network downtime to a few minutes. We call this technique
cold-standby recovery.

As explained above, we hypothesize that the compli-
cated failures in a single VN, resulting from multiple logi-
cal components failing simultaneously due to a single fail-
ure in the SN, can cause the VN to have significantly longer
downtime. We thus propose a procedure for reducing this
downtime; this procedure combines hot- and cold-standby
recovery and switches from the former to the latter with ref-
erence to the failure complexity.

3. Virtual Network Allocation

Here, we propose a multi-tenant network model and a VN
allocation scheme for tolerating SN failures.

3.1 Network Model in a Multi-Tenant Environment

Figure 2 gives an overview of mapping a VN onto the un-
derlay SN. In what follows, we give models of the VN and
the SN, both of which are defined including end nodes, i.e.,
end VMs and physical servers, respectively.

The SN is modeled with the following sets and param-
eters.

Gu = (V,W, E) : the SN topology consisting of the set of

Fig. 2 Network model for a multi-tenant data center.

†VMware is a registered trademark or a trademark of VMware,
Inc. in the United States and/or other jurisdictions.
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end nodes (i.e., physical servers) V , the set of interme-
diate nodes (i.e., physical switches) W, and the set of
physical links E. The identifiers of a physical server,
a physical switch, and a physical link are v, w, and e,
respectively.

P : the set of physical paths between the pairs of physical
servers. The identifier of a physical path is p.

Rv : the constant number of CPU cores in a physical server
v∈V .

S e : the constant bandwidth of a physical link e∈E.
Dv,Dw,De : the constant failure rates (the number of fail-

ures per device per unit time) of a physical server v∈V ,
a physical switch w∈W, and a physical link e∈E, re-
spectively.

Furthermore, each physical path p∈P is mapped onto a
physical server v∈P, a physical switch w∈W, and a physi-
cal link e∈E by using the following parameters.

γpv, γpw, γpe∈{0, 1} : the binary variables that take a value of
1 if each physical path p∈P is mapped onto a physical
server v∈V , a physical switch w∈W, and a physical link
e∈E, respectively, and 0 otherwise. The values of γpv

and γpw depend on the value of γpe.

Note that, though each physical server accesses external
storage via a storage area network (SAN), we will omit
the SAN because it hardly affects the VN allocation in our
model.

Now, let I be the set of VNs hosted on the SN. The ith
VN is defined as follows.

Gi
o = (Ni, Li) : the ith VN topology consisting of the set of

logical nodes (i.e., VMs) Ni and the set of logical links
Li. The identifiers of a VM and a logical link are n and
l, respectively.

Fi : the set of traffic flows between the pairs of end VMs.
The identifier of a traffic flow is f .

ri
n : the constant number of CPU cores required by a VM

n∈Ni.
ci

f : the constant average bandwidth of a traffic flow f∈Fi.
Moreover, the constant total average bandwidth for ac-
cessing the services offered on the ith VN from an ex-
ternal network is defined as Ci (Ci =

∑
f∈Fi

ci
f ).

Furthermore, in the ith VN, each traffic flow f∈Fi is as-
signed to a logical link l∈Li by using the following parame-
ters.

δif l : the binary variable that takes a value of 1 if a traffic
flow f∈Fi is routed through a logical link l∈Li and 0
otherwise.

In the multi-tenant model, each node n∈Ni and each
link l∈Li in the ith VN are mapped onto a physical server
v∈V and a path p∈P in the SN, respectively. They are de-
fined by the following binary variables.

xi
lp∈{0, 1} : the binary variable that takes a value of 1 when

each logical link l∈Li is mapped onto a physical path
p∈P and 0 otherwise.

xi
nv∈{0, 1} : the binary variable that takes a value of 1 when

each logical node n∈Ni is mapped onto a physical
server v∈V and 0 otherwise. The value of xi

nv depends
on the value of xi

lp.

The the ith VN also has the following attributes.

T i
v,T

i
w,T

i
e : the recovery time periods of the ith VN after

a failure happens on a physical server v∈V , a physi-
cal switch w∈W, and a physical link e∈E, respectively.
These are explained in Sect. 3.3.

3.2 Problem Description

In this paper, the goal of VN allocation is to minimize the
bandwidth loss when failures happen in the SN. The objec-
tive function minimizes the total bandwidth loss summed
over all VNs. Let Bi denote the bandwidth loss of the ith
VN, which is defined as the sum of the losses caused by the
failures of physical servers, physical switches and physical
links. This optimization problem can be formulated as fol-
lows:
Objective: minimize

∑
i∈I

Bi =
∑
i∈I

⎛⎜⎜⎜⎜⎜⎝
∑
v∈V

Bi
v +
∑
w∈W

Bi
w +
∑
e∈E

Bi
e

⎞⎟⎟⎟⎟⎟⎠ , (1)

where Bi
v, Bi

w, and Bi
e are the bandwidth losses of the ith

VN resulting from the failure of a physical server v∈V , a
physical switch w∈W, and a physical link e∈E, respectively.
Bi
v is defined as the product of the VN’s failure rate and the

total amount of lost traffic, both of which are caused by the
failure of a physical server v∈V . Bi

w and Bi
e are defined in

the same manner. These variables are therefore formulated
as

Bi
v = DvT

i
v

∑
f∈Fi

Xi
f vc

i
f , (2)

Bi
w = DwT i

w

∑
f∈Fi

Xi
fwci

f , (3)

Bi
e = DeT i

e

∑
f∈Fi

Xi
f eci

f , (4)

where Xi
f v, Xi

fw and Xi
f e are the binary variables that respec-

tively indicate the assignments of the ith VN’s traffic flow
f∈Fi to a physical server v∈V , a physical switch w∈W, and
a physical link e∈E. Each of these variables is given below
by using the notation

⋃
, which means logical sum here.

Xi
f v =
⋃
p∈P

⋃
l∈Li

γpvx
i
lpδ

i
f l, (5)

Xi
fw =
⋃
p∈P

⋃
l∈Li

γpwxi
lpδ

i
f l, (6)

Xi
f e =
⋃
p∈P

⋃
l∈Li

γpexi
lpδ

i
f l, (7)

Note that we do not consider multiple simultaneous fail-
ures in the SN because the probability of multiple failures
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is much smaller than that of a single failure in the SN. We
also assume that failures in a single VN do not spread to
other VNs.

The constraints on Objective (1) are stated below.
Subject to:
∑
p∈P

xi
lp = 1, ∀l∈Li, i∈I (8)

∑
i∈I

∑
n∈Ni

xi
nvr

i
n ≤ a1Rv, ∀v∈V (9)

∑
i∈I

∑
p∈P

γpe

∑
l∈Li

xi
lp

∑
f∈Fi

δif lc
i
f ≤ a2S e, ∀e∈E (10)

Constraint (8) ensures that each logical link is certainly as-
signed to a physical path; this assignment implies both end
nodes of the link are embedded, too. Constraint (9) ensures
that the ratio of the sum of the CPU cores required by the
VMs assigned to a physical server to the CPU cores on the
physical server is less than a1. Constraint (10) ensures that
the ratio of the bandwidth sum of the traffic flows going
through a physical link to the bandwidth provided by the
physical link is less than a2. Here, a1 satisfies 0 < a1 < 1,
and it guarantees each physical server provides CPU cores
for standby VMs after any single failure in the SN. a2 also
satisfies 0 < a2 < 1, and it ensures that each physical link
carries fail-over traffic after a single failure in the SN.

3.3 Modeling Recovery Time of a Virtual Network

On the basis of the hypothesis in Sect. 2, we present a model
for recovery time periods of the ith VN, i.e., T i

v, T i
w, and T i

e,
after the failures of a physical server v∈V , a physical switch
w∈W, and a physical link e∈E in Eqs. (2), (3) and (4).

As explained in Sect. 3.1, each VM and each link in a
single VN are mapped onto a physical server and a physi-
cal path in the SN, respectively. In this type of data center
network, when a failure occurs in a physical switch/link and
disrupts the VN links mapped onto the physical switch/link,
recovery of the physical switch/link leads to recovery of the
VN links. The VN itself does not have a capability of recov-
ering from such failures and relies on the recovery mech-
anism (e.g., equal-cost multi-path routing) of the SN [23].
On the other hand, if a failure occurs in a physical server
and it has an impact on a VN having VMs embedded in the
physical server, the VN should recover the VMs by utilizing
its own failure-recovery mechanism.

In accordance with the above mechanisms, T i
w and T i

e
are approximately equal to the recovery time of the physi-
cal switch w∈W and the physical link e∈E, respectively. T i

w

and T i
e are thus defined as constants not influenced by how

the ith VN is embedded in the physical switch w∈W and the
physical link e∈E. By contrast, T i

v depends on how com-
plicated the ith VN becomes as a result of the failure of the
physical server v∈V . We can express the level of complex-
ity as the number of multiple VMs failing simultaneously
in the ith VN as a result of a failure of the physical server
v∈V; this number is equivalent to the number of VMs in the

ith VN that have been assigned to the physical server v∈V .
Let mi

v denote this number. As explained in Sect. 2, the ith
VN recovers from the failure by performing the procedure
below.

• Each of the VMs in the ith VN is paired with a dedi-
cated hot-standby VM in advance. When a VM fails,
the paired hot-standby VM takes over in the case of
mi
v ≤ θ, where θ is a threshold parameter.

• Redundant shared resources are set aside for cold-
standby VMs in each physical server. When a VM
in the ith VN fails, an alternative cold-standby VM is
booted to succeed it in the case of mi

v > θ.

T i
v is thus modeled as follows. In general, the service

time distribution commonly used in computer systems is an
exponential distribution (with mean μ and variance μ2) [24].
We assume that each VM’s processing time to recover from
a physical server failure also follows this distribution. T i

v is
defined as the maximum recovery time among mi

v VMs; this
recovery time is approximated as the sum of the mean and
the standard deviation time among mi

v VMs. We assume that
mi
v VMs fail coincidentally and recover independently of

each other. The expected standard deviation of the mi
v VMs’

recovery delays is thus
√

mi
v−1
mi
v
μ. We define that the mi

v VMs
recover after a mean time μh through hot-standby recovery
in the case of mi

v ≤ θ, or after a mean time μc through cold-
standby recovery otherwise. T i

v is consequently defined as
(see Fig. 3).

T i
v =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
1 +
√

mi
v−1
mi
v

)
μh (mi

v ≤ θ)(
1 +
√

mi
v−1
mi
v

)
μc (mi

v > θ)
(11)

As explained above, if more than θ VMs in the VN
are assigned to a physical server, these VMs will recover
through cold-standby recovery. Because the VN has to pri-
oritize its fault tolerance and needs to shorten the recovery
time of the VMs, the following constraint is added to those
in Sect. 3.2 and used in the evaluations in Sect. 5.
Subject to:∑

n∈Ni

xi
nv ≤ θ, ∀i∈I,∀v∈V (12)

Fig. 3 Recovery time model of a single VN.
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Constraint (12) prohibits the VN from assigning more than
θ VMs to a physical server, thereby ensuring that the VMs
will recover only through hot-standby recovery.

3.4 Scale-Out Scenarios for Physical Network

To account for what occurs in actual data centers, the SN
starts with a minimum configuration, and a physical compo-
nent is then added to the SN when the resources provided
by the components in the SN become insufficient. The SN
should thus have a scale-out architecture. As shown in lower
left of Fig. 2, let’s suppose the SN is mostly composed of
core switches and racks. Moreover, each rack includes Top-
of-Rack (ToR) switches and physical servers. We have fol-
lowing three cases for scaling out the SN.

1. A rack is added to the SN when either Constraint (9) or
Constraint (10) fails to hold in all the current racks in
the SN.

2. A core switch is append to the SN when Constraint (10)
fails in the core area of the SN.

3. Either a rack or a core switch is added to the SN if
Constraint (12) is violated.

Here, all of the physical links among a newly added device
and existing components are connected at the time of adding
the newly device. Note that, although physical servers con-
nected to an external network (called gateway servers) and
the link connecting the gateway servers (see Fig. 2) are also
scaled out, we will omit their explanations here for simplic-
ity.

When the VNs are allocated in a fault-tolerant manner,
the SN is scaled out in all the cases. In particular, the third
case adds a physical component in order to minimize the
failure recovery time of a single VN, even if there are unused
available resources in the SN. In addition, we provide an-
other scale-out scenario. Here, when the VNs are allocated
in a resource-oriented manner, the SN expands by checking
the first and the second cases, but not the third case. This
sort of operation is the usual practice in actual data centers,
and we will evaluate it for comparison purposes.

4. An Evaluation Method for Virtual Network Alloca-
tion

The VN allocation problem explained in Sect. 3.2 is a sort of
VN embedding problem [2], which reduces to an multi-way
separator problem that is NP-hard to solve optimally [25].
We thus apply a method based on well-established heuris-
tics; this is used as a simple and feasible algorithm for find-
ing a near optimal solution of such a problem. The method
is composed of a two-stage allocation procedure. Upon re-
ceiving a tenant system request, a VN is initially allocated
according to the Greedy Algorithm [26]. The initial alloca-
tion is then refined by the Tabu search [27].

The first stage utilizes the fact that a gateway server al-
locates its resources only to a VM connected to the external

Algorithm 1 Initial allocation of a single VN
1: Assign gateway VMs to corresponding gateway servers.
2: for each logical link l connecting an assigned VM n and an unassigned

VM do
3: Select the physical paths starting at the physical server to which the

VM n is assigned and satisfying the constraints.
4: if not selected then
5: if the SN has attained its maximum configuration then
6: Stop the allocation of the VN.
7: else
8: Scale out the SN according to Sec. 3.4.
9: end if

10: end if
11: Sort the physical paths in ascending order by each path attributes:

hop count, available CPU cores of the end physical server, and avail-
able bandwidth of the bottleneck link.

12: for each physical path p of the physical paths do
13: Tentatively assign the logical link l to the physical path p and

calculate Objective (1).
14: if Objective (1) reaches the minimum value then
15: Update the assignment.
16: end if
17: end for
18: end for

network (called a gateway VM) (see Fig. 2). We thereby be-
gin by assigning gateway VMs to corresponding gateway
servers, as explained in Algorithm 1. A link connecting
an assigned VM and an unassigned VM is then iteratively
mapped so as to minimize Objective (1), until all of the
VMs and the links in the VN are assigned. In this stage,
the SN scales out according to the scenario described in
Sect. 3.4. The second stage, as explained in Algorithm 2,
repeatedly moves each of the assigned VMs in the VN to
another physical server to find a better assignment in the
neighborhood of the current placement, until all possible as-
signments are checked or the number of VM replacements
is above a threshold.

These two algorithms try to assign a shorter physical
path to a logical link in the VN in order to reduce the band-
width consumed in the core of the SN. Note that the choice
of above method is not the main focus in this paper and we
thus omit to show the effectiveness of the method itself in
the next section.

5. Evaluation

Here, we describe the trade-off between the fault tolerance
and the SN resource usage when VNs are mapped to the SN
in the fault-tolerant manner.

5.1 Multi-Tenant Data Center Network for Evaluation

Each VN was configured to have an active-active topology
for mission-critical applications; half of this VN topology is
shown in the upper left of Fig. 2. Each node in half of the
VN was paired with a dedicated node in the other half for the
purpose of hot-standby recovery. Corresponding to the VN
topology, the SN components (i.e., gateway servers, core
switches, and ToR switches and physical servers in each
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Algorithm 2 Optimization of a single VN allocation
1: Provide a tabu list (= {}).
2: while iteration counts < a threshold do
3: Provide a list for registering neighboring allocations (called a neigh-

bor list) (= {}).
4: for each VM n (mapped to a physical server v) of the current VN

allocation do
5: Select the physical servers neighboring the server v so as not to

increase the total physical path length.
6: for each physical server v′ of the physical servers do
7: Change the target of the VM n from v to v′.
8: if the changed VN allocation is not in the tabu list and satisfies

the constraints then
9: Input the changed allocation to the neighbor list.

10: end if
11: end for
12: end for
13: if there are no allocations in the neighbor list then
14: Stop the allocation of the VN.
15: end if
16: Calculate Objective (1) for each allocation in the neighbor list and

select the allocation which minimizes Objective (1) (called the best
candidate).

17: if Objective (1) of the best candidate is less than that of the best,
i.e., optimized, allocation then

18: Update the best allocation with the best candidate.
19: end if
20: Update the current allocation with the best candidate.
21: Input the best candidate to the tabu list.
22: end while

Table 1 Energy properties of SN components.

power (W) EPI (%) a

max max min
ToR & core switch 165 [29] 40 [30] 8 [31]
physical server 750 [32] 80 [33] 40 [33]
a Energy Proportionality Index [28] (also called Dynamic

Range in [33])

rack shown in lower left of Fig. 2) were divided into two
symmetrical parts. Both halves of the SN allocated their
resources to corresponding halves of the VN. As both allo-
cations were exactly the same, we will only explain half of
the allocations.

The SN had a two-level fat-tree topology configured as
an non-oversubscribed network (see Fig. 2). The SN used a
32-port switch for both the ToR and core switches; this SN
thereby consisted of 8 core switches, 16 ToR switches, and
120 physical servers in its maximum configuration. Each
rack included a ToR switch and 8 physical servers. The
number of CPU cores in each physical server, Rv, was 32,
and the bandwidth of each link, S e, was 1.0 × 1010 bit/s.
Furthermore, energy properties of each physical switch and
each physical server are defined in Table 1. Here, EPI is
a metric for quantifying energy proportionality of physical
devices [28]. In addition, a1 in Constraint (9) and a2 in Con-
straint (10) were set to 0.9 and 0.5, respectively; these values
were determined by considering fail-over after any single
physical failure. Under the above settings at the maximum
configuration, 3,360 CPU cores were made available for al-
location.

Table 2 Failure rates (in failures per year) of SN components.

Dv 2.53 [36], 3, 6 [37]
Dw 0.005 - 0.111 [19], 0.055 - 0.073 [35]
De 0.054, 0.095 [19], 0.073 [37]

The VN was modeled after the traditional three-tier
web serving architecture [34] illustrated in the upper left
of Fig. 2. To make the VN model simple, the numbers of
web servers and application (AP)/database (DB) servers in
the VN were set to the same value; each number followed a
truncated normal distribution with mean 5, standard devia-
tion 3 and lower limit 2. Under these settings, each VN had
5.8 web and AP/DB servers and a total of 15.7 VMs (ex-
cept for the gateway VM) on average. Each traffic flow was
defined per path routed through a pair of web and AP/DB
servers and had an average bandwidth of 3.0 × 107 bit/s.
The average bandwidth for accessing the services offered
by these servers from an external network, Ci, was thereby
1.7×108 bit/s. Moreover, the number of CPU cores required
by each VM, ri

n, was set to 1. The hot-standby recovery time
of each VM, μh, was set to 4 s, and the cold-standby recov-
ery time, μc, was set to 60 s. Note that, although the number
of web servers and that of AP/DB servers in a single VN
could be different and the VN could have various topologies,
no qualitative difference existed in the results explained in
the next subsections. We also note that the values of Ci and
other parameters were based on our knowledge and experi-
ence. These values did not impact the qualitative results in
the next subsections either.

There have been several studies on network failures
[19], [35]–[37]. Table 2 summarizes the failure rate (in fail-
ures per device per year) of a single physical server, Dv, that
of a single physical switch, Dw, and that of a single physical
link, De, and their source references. Note that the higher
failure rate of Dv is due to software-related errors of the op-
erating systems and hypervisors [36], [37]. In our evalua-
tions, Dv was set to 4, and Dw and De were neglected be-
cause they are much smaller than Dv. Objective (1) thus
depended on the first term alone.

5.2 Evaluation Results

To evaluate Objective (1), the fault-recovery time is given by
Eq. (11), in which the threshold θ must take various values
from 1 to 32 depending on many factors such as processes,
configurations, software implementations of VMs in each
VN. Here, the maximum value, 32, was set to be equal to
Rv/ri

n. In actual operations, it is difficult to define the actual
value of θ in advance. We therefore initially chose an as-
sumed value of θ, θs, and allocated VNs so as to minimize
Objective (1) by using θs. We then evaluated the allocations
when the actual value of θ took various ones. Note that hor-
izontal positions of the plots in this section have been ad-
justed to keep the error bars visible. In Figs. 5, 6 and 7, each
marker specifies the mean and each error bar specifies the
5% and 95% values for all VN allocations.
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Fig. 4 Changes in physical resources along with VN allocations.

5.2.1 Changes in Physical Resources Along with VN Al-
locations

Figure 4 shows how the available and used physical re-
sources (i.e., the total number of CPU cores, the total band-
width between physical servers and that between racks)
changed when VNs were allocated with θs = 1 or θs = 32.
While the number of used CPU cores increased linearly with
increasing VN allocations, that of available CPU cores in-
creased stepwise with the addition of a single rack or mul-
tiple racks to the SN. This was due to Constraint (12), and
a smaller θs resulted in adding more racks at a time. Un-
der our evaluation settings, a lack of CPU resources trig-
gered adding a new rack to the SN. The increase in available
bandwidth between physical servers (i.e., the total band-
width of physical server links connected to ToR switches)
depended on this rack addition and thereby coincided with
the increase in available CPU cores. Moreover, the unused
bandwidth between racks increased every time a core switch
was added, since all the links between the core switch and
all the ToR switches were equipped and that provided much
more bandwidth than the VNs’ demand. Both the consumed
bandwidth between physical servers and that between racks
depended on θs; this will be explained in the next subsection.

Fig. 5 VN assignment.

5.2.2 Overview of a Single VN Mapping

Figure 5 shows the overview for the VN assignment, where
the identifiers on the horizontal axis are sorted in descend-
ing order. When θs was set to 32, almost all of the VMs in
a single VN, except for the gateway VM, were consolidated
in a single physical server. Most of the links in the VN were
virtually assigned within the physical server and did not oc-
cupy the bandwidth of the physical links. In contrast, when
θs was set to 1, each VM was mapped onto an individual
physical server, and each link was mapped onto a physical
link between two physical servers. As θs became smaller,
the VMs became distributed to more physical servers due to
Constraint (12), and thereby, more bandwidth of the phys-
ical links became occupied. The recovery time T i

v was as-
sumed to increase drastically due to simultaneous failures of
more than θs VMs. This resulted in mapping θs or less VMs
in the VN onto a single physical server. As explained above,
the value of θs determines the shape of the VN; i.e., it de-
termines whether the VN is one with VMs and logical links
scattered across many physical servers and physical links,
or one consolidating all VMs and links in a few physical
servers.
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5.2.3 Trade-Off between Fault Tolerance and Physical Re-
sources Consumption

(1) Fault Tolerance

In order to evaluate the relationship between the shape and
fault tolerance of a single VN, we analyzed how the opti-
mized Objective (1) changed with θs, as well as θ. Fig-
ure 6(a) shows the average traffic amount in the VN lost by a

Fig. 6 Fault tolerance of each VN.

physical failure (bit per failure per VN), which corresponds
to T i

v

∑
f∈Fi

Xi
f vc

i
f in Eq. (2). If θs was set to 1, the traffic

amount was the smallest (2.7 × 108 bit) for any θ. Because
the VMs were each distributed to an individual physical
server, the traffic flows spread across many physical servers
so as to minimize the traffic amount lost by one failure of
a physical server. As θs increased, the traffic amount in-
creased, as a result of consolidating more VMs and thereby
flowing more traffic into a single physical server. Although
the traffic amount lost by a failure was also smaller (less
than 109 bit) for θ ≥ θs at that time, it increased significantly
(around 1010 bit) for θ < θs, resulting from cold-standby re-
covery. When θs was set to the maximum value, 32, the
traffic amount reached the maximum for any θ, except for
θ = θs.

Figure 6(b) shows the average failure rate of a sin-
gle VN, which corresponds to

∑
v∈V Dv

∑
f∈Fi

Xi
f v related to

Eq. (2). This failure rate decreased from 2.0 × 10−6 to
2.4 × 10−7, when θs was set to a large value and more VMs
and traffic flows in a single VN were concentrated in fewer
physical servers.

The average bandwidth lost by a physical failure in a
single VN, Bi in Objective (1), (Fig. 6(c)) was affected by
both the traffic amount lost by a physical failure and the fail-
ure rate. When θs was set to 1 and each VM was distributed
to an individual physical server, the average Bi was nearly
the minimum (5.3 × 102 bit/s per VN (3.0 × 10−6 × Ci)) for
any θ. This was because each VM used hot-standby recov-
ery even though the failure rate of the VN was high. When θs

became large and VMs were consolidated in fewer physical
servers, the average Bi slightly decreased, as long as θ ≥ θs.
This was because the decrease in the VN failure rate had
more influence than the increase in the traffic amount lost
by a physical failure. However, if θ was smaller than θs, the
average Bi significantly increased to around 6.0 × 103 bit/s
per VN (3.4×10−5×Ci) because each VM used cold-standby
recovery. When θs was set to a large value like 32, all the
VMs in the VN were concentrated in a single physical server
and the failure rate of the VN decreased. In this case, cold-
standby recovery was applied unless θ ≥ θs. As a result, the
average Bi reached the maximum value for any θ other than
θ ≥ θs

(2) Physical Resources Consumption

In order to describe the influence of the VN’s shape on the
requirements for the SN, we analyzed how θs changed the
bandwidth used by each VN outside the physical servers
(Fig. 7(a)) as well as the total power consumed by each VN
(Fig. 7(b)).

When θs was set to 1 and most of the logical links in
a single VN were mapped to physical links between and
within racks, both the average consumed bandwidth be-
tween servers and that between racks reached the maximum
(between servers: 1.0× 109 bit/s per VN (5.7×Ci), between
racks: 4.2×108 bit/s per VN (2.4×Ci)). As θs increased and
more logical links were consolidated in a physical server,



OGAWA et al.: VIRTUAL NETWORK ALLOCATION FOR FAULT TOLERANCE IN A MULTI-TENANT DATA CENTER
2129

Fig. 7 Physical resources consumed by each VN.

both bandwidths became smaller. The smallest bandwidth
between racks (about 2.0 × 108 bit/s per VN (1.1 ×Ci)) was
when θs was 4; here, the VN had almost no inter-rack traf-
fic flows other than the one coming through the gateway.
In this case, almost all of the logical links were mapped
onto the physical links between the physical servers and ToR
switches. The traffic flows from a VM went to and back
from the ToR switch in a rack and were not forwarded out-
side the rack. Moreover, when θs was set to the maximum,
32, all of the logical links except for the one connected to
the gateway were embedded in a few physical servers; this
minimized both bandwidths.

Furthermore, the average power consumed by the phys-
ical devices (i.e., the core and ToR switches and the physi-
cal servers in the SN) per VN is shown in Fig. 7(b). Overall,
the power consumption of each VN depended on that con-
sumed by physical servers, and the portion of that consumed
by core and ToR switches was about 5% in our evaluation
settings. If physical servers had achieved perfect energy pro-
portionality, i.e., EPI=100%, average power consumption of
each VN (denoted by Hi) should be about 3.7 × 102 W per
VN (= (750 W per physical server) × (15.7 VMs per VN) /
(32 VMs per physical server)).

While the sum of CPU cores required by the VMs in
a single VN was a constant for the VN and did not de-

pend on θs, the total number of physical servers required
by the VN was influenced by θs. When θs increased, less
physical servers were needed for each VN, as explained in
Sect. 5.2.2. The power consumption of each VN denoted
the maximum (6.2 × 102 W per VN (1.7 × Hi)) at θs = 1
when the EPIs had the minimum values; this was because
the small θs resulted in spreading the VMs across many non-
energy-proportional servers having plenty of unused CPU
cores. The power consumption got smaller along with the
growth of θs and achieved constant values (minimum EPI:
4.8 × 102 W per VN (1.3 × Hi), maximum EPI: 4.1 × 102 W
per VN (1.1 × Hi)) at θs ≥ 3. In this case, only a single rack
came to be added to the SN almost every time when the SN
was scaled-out. Moreover, the difference between the power
consumption at θs = 1 and that at θs = 33 was not so large
(less than 23%) even if the physical components were not
energy proportional, because the SN’s scale-out architecture
increased energy proportionality at the system level.

5.2.4 Results for Another Scale-Out Scenario

As explained in Sect. 3.4, the SN could have another scale-
out scenario, called resource-oriented allocation. We evalu-
ated this case with the same settings as described in the pre-
vious subsections. Here, a new rack was added only when
the available CPU resources had been used up; the value of
θs did not affect the allocation. As a result, more than θs

VMs were mapped onto a single physical server, and this
caused cold-standby recovery. This made Bi larger than that
of the fault-tolerant allocation when θs was less than 4. In
addition, the resource-oriented allocation always assigned a
logical link to a physical link within a rack and added a sin-
gle rack in scaling-out the SN. These minimized the band-
width consumed between racks and the power consumption
of VNs for any θs.

5.2.5 VN Allocation Policy Derived from the Results

As shown in Figs. 6(c) and 7, the risk of bandwidth loss
in each VN caused by a physical failure increases with θs

and the physical resources consumed by each VN, espe-
cially the bandwidth consumed by the VN’s usual traffic
flows, decreases with θs. We should consider which θs is
applicable to actual operations. Although we must reduce
the risk of significant service disruptions caused by mul-
tiple simultaneous failures in the VN, the excess capacity
required for fault tolerance should be kept as low as possi-
ble. One of the best approaches is therefore to minimize the
bandwidth loss of the VN resulting from sharing physical
resources while avoiding holding too many redundant core
switches and increasing power consumption. This state is
called Pareto optimality [38]. Under our evaluation settings,
this was achieved when θs was 4. This value maximized the
utilization within racks as well as minimized the bandwidth
used between racks and the power consumption of each VN.
It remained the same for the fault-tolerant allocation and the
resource-oriented allocation.
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6. Conclusion

We described the fault tolerance of each VN in an IaaS type
of data center, focusing on the situation of multiple simulta-
neous failures in each VN caused by a single physical fail-
ure. Through numerical evaluations based on our hypoth-
esis about the VN recovery time, we found the following
results. We set Ci, the average bandwidth of 1.7 × 108 bit/s
for accessing the services offered on each VN, in advance.
We also determined that Hi, the ideal average power con-
sumption of each VN, was about 3.7×102 W per VN. When
each of the VMs in the VN was mapped to an individual
physical server, the bandwidth loss was close to the mini-
mum, 5.3 × 102 bit/s per VN (3.0 × 10−6 × Ci), but the re-
quired bandwidth between physical servers and the power
consumed by each VN had the maximum, 1.0 × 109 bit/s
per VN (5.7 × Ci) and 6.2 × 102 W per VN (1.7 × Hi), re-
spectively. The trade-off between the bandwidth loss and
the required physical resources was balanced by assigning
every four VMs in the VN to a individual physical server,
by which the required bandwidth of the outside racks and
the power consumption of each VN were minimized (about
2.0 × 108 bit/s per VN (1.1 × Ci) and 4.1 × 102 W per VN
(1.1 × Hi) at the the maximum EPI, respectively). This so-
lution is coincident with a one-rack type of product offering
for data centers; this product is delivered as a pre-configured
single rack or multiple racks including physical servers, net-
work switches, and virtualization software (e.g., [39]). This
paper dealt with a single data center alone. The resource
cost and performance would be different in an environment
of multiple data centers and wide-area networks (WANs). In
the future, we would therefore like to investigate VN alloca-
tion over WANs.
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[36] L.A. Barroso and U. Hōlzle, The Datacenter as a Computer: An
Introduction to the Design of Warehouse-Scale Machines, 1st ed.,
Morgan and Claypool Publishers, 2009.

[37] D.S. Kim, F. Machida, and K.S. Trivedi, “Availability modeling and
analysis of a virtualized system,” Proc. 2009 15th IEEE Pacific Rim
International Symposium on Dependable Computing, pp.365–371,
Nov. 2009.

[38] K. Miettinen, “Nonlinear multiobjective optimization,” International
Series in Operations Research & Management Science, vol.12,
Springer US, Boston, MA, 1998.

[39] Hitachi Data Systems, “Hitachi unified compute platform solution
(UCP) family,” http://www.hds.com/, May 2014.

Yukio Ogawa received his M.S. degree
in Science from Nagoya University, Japan, in
1994, and Ph.D. degree in Information Science
and Technology from Osaka University, Japan,
in 2012. He joined the Hitachi Central Research
Laboratory in Japan, in 1994. He is currently a
senior engineer in IT Platform Division Group,
Hitachi, Ltd. in Japan. His research interests in-
clude network architectures for cloud systems.
He is a member of IEEE and IEICE.

Go Hasegawa received the M.E. and D.E.
degrees in Information and Computer Sciences
from Osaka University, Osaka, Japan, in 1997
and 2000, respectively. From July 1997 to June
2000, he was a Research Assistant in the Gradu-
ate School of Economics, Osaka University. He
is now an Associate Professor at the Cyberme-
dia Center, Osaka University. His research is in
the area of transport architecture for future high-
speed networks and overlay networks. He is a
member of IEEE and IEICE.

Masayuki Murata received the M.E. and
D.E. degrees in Information and Computer Sci-
ence from Osaka University, Japan, in 1984 and
1988, respectively. In April 1984, he joined
the Tokyo Research Laboratory, IBM Japan, as
a Researcher. From September 1987 to Jan-
uary 1989, he was an Assistant Professor with
the Computation Center, Osaka University. In
February 1989, he moved to the Department of
Information and Computer Sciences, Faculty of
Engineering Science, Osaka University. In April

1999, he became a Professor at the Cybermedia Center, Osaka University,
and since April 2004, he has been with the Graduate School of Informa-
tion Science and Technology, Osaka University. He has had more than five
hundred papers published in international and domestic journals and con-
ferences. His research interests include computer communication network
architecture, performance modeling, and evaluation. He is a member of
IEEE, ACM, and IEICE. He became chair of the IEEE COMSOC Japan
Chapter in 2009. He is also working at the National Institute of Infor-
mation and Communications Technology (NICT) as Deputy of the New-
Generation Network R&D Strategic Headquarters.

http://dx.doi.org/10.1007/978-3-642-01399-7_62
http://www.apresia.jp/en/products/ent/series/10g_1g.html
http://dx.doi.org/10.1109/infcom.2012.6195471
http://www.dell.com/us/business/p/poweredge-r820/pd
http://dx.doi.org/10.1109/micro.2012.20
http://www.ipspace.net/Introduction_to_Virtualized_Networking
http://dx.doi.org/10.1147/sj.2008.5386524
http://dx.doi.org/10.2200/s00193ed1v01y200905cac006
http://dx.doi.org/10.1109/prdc.2009.64
http://dx.doi.org/10.1007/978-1-4615-5563-6
http://www.hds.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


