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Abstract

Recently, communication services are becoming more diverse and dynamic with an increasing

number of users who are connecting to communication networks. Network Function Virtualization

(NFV) is an effective technique to deal with this situation; it enables the operator to change con-

figurations of network functions dynamically. In the research field of NFV, many researchers have

tackled the VNF placement problem as a facility location problem which decides the placements of

virtual network functions (VNF) according to a specific objective. If we consider dynamic changes

of processing requests from users, we have to also solve this VNF placement problem dynamically.

The goal of the dynamic VNF placement problem is to reduce the cost for dynamic placement,

such as reconfigurations of virtual machines (VMs) after changes of processing requests for VNF,

in addition to optimizing each placement at a specific time according to the current objective.

To tackle this problem, we utilize knowledge from biological evolution. When organisms con-

tinuously evolve towards varying goals, they genetically adapt from the old goals to the new goals

and finally find a common structure which only requires small changes for adaptation. Modularly

Varying Goals (MVG), which is based on genetic algorithms (GAs), introduces the concept of

biological evolutions in varying environments. MVG can generate individuals which can adapt to

varying goals with only a few changes. Evolutionary Varying Goals (EVG) is a generalization of

MVG which is not restricted to a modular structure. In this research, we propose 2 methods named

Evolvable VNF Placement (EvoVNFP) and Evolvable VNF Placement-2 (EvoVNFP-2). We ap-

ply EVG and MVG to the VNF placement problem to reduce the number of reconfigurations after

the changes of processing requests from users while keeping delay on traffic routes of the users

short.
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Evaluation results show that our method can reduce the number of reconfigurations of VMs

when processing requests from users dynamically change in comparison to conventional GAs and

Integer Linear Problem by generating placements which use a sufficient number of CPU cores to

adapt to varying processing requests. Furthermore, it is shown that averages of the delay on traffic

routes of users in our method are only a little increased compared to optimal values.
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1 Introduction

In recent years, the number of users who are connecting to communication networks is increas-

ing in addition to an increase of their required bandwidths. Furthermore, communication services

required from users become more diverse and dynamic. Considering the realization of Internet

of Things (IoT) in the future, these trends will become even stronger. Previously, communication

service providers utilize network functions, such as firewalls and intrusion detection systems, im-

plemented by hardware to provide their services. However, it is difficult to deal with the increasing

number of users and the diversification of the communication services by utilizing hardware solu-

tions because it requires large capital expenditure (CAPEX) and operating expenditure (OPEX) to

add and maintain new communication services.

Network Function Virtualization (NFV) is a suitable way to deal with this situation and it

is currently being discussed in many organizations such as the European Telecommunications

Standards Institute NFV Industry Specification Group (ETSI NFV ISG) [2–7]. The basic idea of

NFV is to separate the network functions from physical computational resources such as CPU,

memory, and storage [8]; the network functions are implemented in software and they are run on

commodity physical computational resources. The network functions implemented in software are

called Virtual Network Functions (VNFs) and are running in virtual machines (VMs) or containers.

NFV enables us to change the performance of network functions dynamically because it manages

and orchestrates the VNFs and physical computational resources, and can add and reduce the

physical computational resources for VNFs. Furthermore, cooperation between NFV and Software

Defined Networking (SDN), a virtualization technique which realizes dynamic change of traffic

routes by separating control plane and data plane, enables us to provide several related network

functions as a chain. This is called Service Function Chaining (SFC) [9].

In the research field of NFV, many researchers have tackled the VNF placement problem,

deciding placements of VNFs according to a specific objective [10–16]. The VNF placement

problem is an instance of the facility location problem [17] which is known to be an NP-hard

problem although it can be formulated as an optimization problem. Furthermore, it is suggested in

the ETSI NFV ISG technical specifications [18] that VNF can be broken into smaller parts leading

to a higher complexity of the problem. Moreover, we have to solve the VNF placement problem

dynamically in the SFC to deal with dynamic changes of processing requests from users [19].
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Although there is much related work on the VNF placement problem, almost all of them focus on

a static situation. In the dynamic VNF placement problem, we have to reduce the cost for dynamic

placement, such as reconfigurations of VMs after changes of processing requests, in addition to

optimizing each placement at a specific time according to the current objective. However, we

have to add conditions to reduce the cost for dynamic placement to the conventional formulation

if we formulate the dynamic VNF placement problem as an optimization problem, which will

complicate the formulation even more.

To tackle this problem, we utilize knowledge from biological evolution; when organisms

evolve towards varying goals, they genetically adapt to the new goals and finally find a com-

mon structure which only requires small changes when adapting between the goals. Biological

systems have an inherent adaptability to varying environments, which derives from the modular

organization of biological networks [20]. One of the factors of the modularity in biological net-

works is the evolution in varying environments [21]. Reference [22] proposes Modularly Varying

Goals (MVG) based on a genetic algorithm (GA) to introduce the concept of biological evolution

in varying environments. We also proposed Evolutionary Varying Goals (EVG) as a generalization

of MVG [23], where we relax the modular structural view and relate the modularity to a temporal

core-periphery structure. MVG and EVG generate individuals which can adapt to varying goals

with only a few changes although they only use current states and do not use past and future states

to calculate the fitness of the genomes. By applying MVG to the dynamic VNF placement prob-

lem, we are to generate placements which can adapt to dynamic changes of processing requests

from users without making the problem overly complex, which facilitates the formulation as an

optimization problem.

In this research, we propose 2 methods for the dynamic VNF placement problem for SFC

named Evolvable VNF Placement (EvoVNFP) and Evolvable VNF Placement-2 (EvoVNFP-2),

which extends EvoVNFP by another time scale for adaptation. We can reduce the number of

reconfigurations while keeping delays on traffic paths of users and the number of cores in the

placement small. Here, the delays on the traffic paths correspond to the sum of propagation delays

on physical links and queuing delays which occur in equipments.

The rest of the paper is organized as follows. In Section 2, we explain NFV and biological

evolution, which form the background of this work. We then show the modeling and formulation

of NFV systems for SFC in Section 3. Section 4 introduces the proposed methods EvoVNFP and
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EvoVNFP-2 for the dynamic VNF placement problem. In Section 5, we show the results of the

evaluation by simulations and discuss them. We conclude this paper in Section 6.
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2 Background

2.1 Network Function Virtualization

In recent years, many researchers have shown significant interests in network virtualization as

cloud computing, software defined networking (SDN), and network function virtualization (NFV)

have been developed. Virtualization itself is not a new concept in domains of information technol-

ogy; since the 1970s, we have observed trends of virtualization in many domains, such as memory

virtualization or storage virtualization. For the domain of computer networking, we also have ob-

served such trends, such as Virtual Local Area Networks (VLANs) and Virtual Private Networks

(VPNs) [4]. These trends have lead to the appearance of cloud computing, SDN, and NFV.

NFV is the virtualization of network functions. Network functions perform some operation on

incoming packets and are placed in the middle of the network. For example, firewalls intercept

packets which have certain characteristics in their 5-tuple (source IP address, source port num-

ber, destination IP address, destination port number, protocol). Intrusion detection systems (IDS)

monitor activities in networks, detect suspicious traffic, and report it to the network administrators.

These network functions are conventionally implemented by hardware. In NFV, however, they are

implemented by software, which are called virtual network functions (VNFs). Figure 1 shows a

general architecture of NFV. The VNFs run in NFV infrastructures (NFVI) as they run in virtual

environments, such as virtual machine (VMs) and containers, and these virtual environments run in

physical environments. The VNFs and NFVI are managed by NFV management and orchestration

(MANO). MANO manages which infrastructure each VNF runs and can change the configuration

of the VNFs, such as changing the amounts of physical resources which are allocated to the VNFs.

Furthermore, a VNF can be broken into multiple VNF components (VNFCs) [18]. A benefit of

breaking a VNF into VNFCs is that we can reuse components which multiple VNFs have in com-

mon; for example, components of deep packet inspection (DPI) are used in many other security

applications [5].

Benefits of NFV are summarized as follows:

• Cutbacks of capital expenditure (CAPEX): Since the VNFs are implemented as software the

service providers no longer have to purchase expensive dedicated hardware devices.

• Cutbacks of operating expense (OPEX): NFV automates and simplifies construction and
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Figure 1: A general architecture of NFV [1]

maintenance of networks, which reduces the staffing costs.

• Cutbacks of energy consumption: Multiple VNFs can be integrated in a single physical

machine.

• Enabling flexible and dynamic control of network functions: NFV can control the amount

of the physical resources allocated to the VNFs dynamically and flexibly.

2.1.1 Service Function Chaining

Network functions are usually offered in sequence [11] even before the appearance of NFV; for ex-

ample, traffic may need to be processed in the order of IDS, proxy, and firewall. Service Function

Chaining (SFC) offers this sequence for each user as a sequence of VNFs: a chain in SFC termi-

nology. This is realized by both SDN and NFV; SDN enables us to change the paths of chains

dynamically and NFV enables us to change the scale of VNFs in the chains. Figure 2 shows a

schematic view of SFC. There are 2 users, a network of a service provider, and a controller of the

network. Service providers offer the chains according to requests of users in their network by us-

ing the controller. The network of the service provider exists at the edge of the Internet and directs

its traffic to the core of the Internet. User 1 requests a chain of “VNF1 → VNF2” and the user 2
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requests a chain of “VNF2 → VNF3.” Then, the controller places VNF1, VNF2, and VNF3 in the

network by using NFV technology and routes the traffic of each user according to their request by

using SDN technology. Note that both of the users request VNF2 and therefore it is shared in the

network among both chains.

���������
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Figure 2: A schematic figure of two users requesting SFCs in the network of a service provider

2.1.2 Dynamic VNF Placement Problem

The control of NFV is modeled as a VNF placement problem which decides the placements of

VNFs according to certain objectives, such as minimizing utilization of the physical network and

minimizing delay arising on traffic paths. Such facility location problems have been known as

NP-hard problems [12].

Furthermore, the requests of the users may change dynamically in the SFC. For example, user

1 changes his request in Fig. 3 from Fig. 2; the second element of the chain of user 1 is changed

from VNF2 to VNF3. In this case, the controller reroutes the traffic of user 1 so that it goes through

VNF1 and VNF3 and does not pass VNF2 anymore. Other examples are shown in Figs. 4 and 5,

where user 1 and user 2 change their transmission rates from 100 in Fig. 2 to 300, which makes it
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unable for VNF2 to process all the ingress traffic. There are 2 solutions to deal with this situation.

One is shown in Fig. 4: the controller enlarges VNF2, i.e., it allocates more resources. The other

is shown in Fig. 5, where the controller creates a new VNF2 and changes the route of user 1. The

former one seems to be better in terms of the number of the reconfigurations. However, it depends

on the future situation which is really better; for example, if the transmission rate of user 1 and

user 2 continues to increase, the VNF2 in Fig. 4 may become unable to process all the ingress

traffic and the controller finally must generate the new VNF2.

Therefore, in order to control SFCs, we have to solve VNF placement problems dynamically,

which is called dynamic VNF placement problem. To provide a stable service to the users, we

especially have to reduce the cost for dynamic placement, i.e., the number of reconfigurations of

the placements in addition to optimizing each placement at a specific time in terms of utilization,

delay, etc. A simple method of solving the dynamic VNF placement problem is solving the op-

timization problem which includes the number of reconfigurations in the optimization function;

however, it will take much time to solve because it is an extension of the static VNF placement

problem, which is NP-hard.
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2.2 Biological Evolution in Varying Environments

To tackle the dynamic VNF placement problems, we utilize knowledge from biological evolution.

Biological systems have high adaptability to varying environments; they can easily adapt to new

environments with only small changes of their structure. If we see their structure as a biological

network, we can see a high degree of modularity, which is a property that the network can easily be

decomposed into some modules which correspond to necessary functions. When the environments

change, they only have to change the links between modules and do not have to change the internal

structures of the modules. Although the reason why modularity emerged is not completely clear,

a hypothesis is proposed in [22]: evolution in varying environments is the cause of modularity.

Reference [22] validates this hypothesis by using a special genetic algorithm called Modularly

Varying Goals (MVG).

We can see 2 analogies between the dynamic VNF placement problem and the biological evo-

lution in varying environments. One is the varying environment in biology is similar to the varying

requests of the users. Biological systems have to adapt to the varying environment and the con-

trollers of the NFV systems have to decide suitable placements according to the varying requests
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of the users. The other is the high adaptability of the biological systems to the varying environ-

ments and the requirement of the dynamic VNF placement problem. Biological systems can adapt

to the new environments with small changes and we have to keep the number of reconfigurations

small in the dynamic VNF placement problem.

In the following subsection, we will explain the concepts of conventional genetic algorithms,

MVG, and Evolutionary Varying Goals (EVG), which is a generalization of MVG.

2.2.1 Genetic Algorithms

Before we explain MVG and EVG, we explain their basis: genetic algorithms (GAs) [24]. GAs

are computational heuristics which imitate biological evolution, where biological systems evolve

so as to adapt to an environment by repeating crossover, mutation, and selection.

Figure 6 shows a general algorithm of GAs. There is a main loop in the algorithm, which

imitates lifetimes of the biological systems in the biological evolution. Each execution of the loop

is therefore called generation.

Initialization of population In the beginning, we prepare a population, which is composed of

16



multiple genomes. The genomes are numerical strings and represent the solutions. The

initial population is usually generated randomly.

Calculation of fitness We calculate fitness of how well a genome has adapted to the goal for each

genome in the population by using the fitness function.

Selection We select the population for the next generation according to the fitness of each genome.

There are many ways of selection, such as roulette wheel selection, ranking selection, and

tournament selection. Additionally we can use elite selection, where the genomes which

have the best fitness in the current population are directly selected for the next population.

Mutation/Crossover We change the genomes in the population by using mutation and crossover

at a mutation rate and crossover rate, respectively. In mutation, we change the genome

slightly, e.g., invert a bit of a genome represented as a binary string. In crossover, we

combine 2 genomes, e.g., cut 2 parent genomes represented as a binary strings called GA

and GB at the same point and create 2 new children genomes called GA′ , which is composed

of the former part of GA and the latter part of GB , and GB′ , which is composed of the former

part of GB and the latter part of GA.

Termination criteria are met? We judge whether the termination criteria are met, and if so, we

stop the algorithm. The termination criteria are decided in advance. They could be defined

for instance by reaching a predefined maximum number of generations or by a genome

reaching a threshold value of best fitness.

2.2.2 Modularly Varying Goals

Reference [22] proposes MVG and introduces the concept of biological evolutions in varying envi-

ronments to conventional GA. This is realized in MVG by providing multiple goals and switching

between these goals during evolution. Note that MVG does not re-initialize its population when

the goals switch. Figure 7 shows an outline of the algorithm of MVG. It is similar to Fig. 6 except

for the blocks for switching the goals in Fig.7.

Furthermore, the goals prepared for MVG must be modular, i.e., they must have common

parts. For example, in an example presented in [22], the authors used MVG to create logic circuits

17
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according to corresponding boolean functions. In this case, the goals are the boolean functions

shown below and they are switched every 20 generations:

• G1 = (X ⊕ Y ) ∧ (W ⊕ Z)

• G2 = (X ⊕ Y ) ∨ (W ⊕ Z)

These goals share the common parts: “(X ⊕ Y )” and “(W ⊕ Z).” While evolving the logical

circuits with MVG, they gradually obtain structures which have corresponding modules to the

common parts; finally the logic circuit for goal G1 can change to the one for goal G2 by only

exchanging the logical “∧” with an “∨”.

2.2.3 Evolutionary Varying Goals

In reference [23], we proposed Evolutionary Varying Goals (EVG) as a generalization of MVG.

EVG and MVG are very similar as shown in the algorithm in Fig. 7. The only difference between

EVG and MVG is that the goals prepared for EVG are not necessarily modular; they can be random

ones which have only small changes.
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We discuss in [23] that there is always a common part in the random goals if the changes

between varying goals are small, which we can regard as the core of a temporal core-periphery

structure [25]. While evolving the genomes with EVG, the resulting system gradually obtains a

temporal core-periphery structure where the core corresponds to the common part and does not

change at every switch of the goals. The smaller the changes between goals are, the larger the core

is and the smaller the periphery is; it means that the genome for a goal can change to the next goal

by only few genetic operations if the changes between goals are small.
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3 System Model and VNF Placement Problem

3.1 Modeling of NFV Systems for SFC

In this section, we will explain the model of the NFV system for SFC which is used in this research.

3.1.1 Schematic View of the System

Figure 8 shows a schematic view of the system. In this system, users request service chains in the

form of processing requests, which include information of ingress routers, egress routers, order

of VNFs (chains), and transmission rates. The user in the figure requests a service chain of 100

Mbps which starts at r1, goes though VNF1 and VNF2, and ends at r3. When the controller of

the system receives the processing requests for a VNF chain, it breaks the chain into components

and then places them on the physical machines (PMs) in the physical network. In the figure, the

controller breaks VNF1 and VNF2 into 2 components, respectively. It then places the decomposed

chain in the physical network. The circles of the physical network r1–r5 represent routers and the

squares PM1–PM10 represent PMs. Traffic of a user enters the physical network through its

ingress routers, traverses all components in its chain in a specified order, and leaves through its

egress routers. In the case of Fig. 8, the traffic of the user who sends the processing request enters

through router r1, sequentially passes through of VNF1 Comp1, VNF1 Comp2, VNF2 Comp1,

and VNF2 Comp2, and leaves through router r3. While the traffic passes through all components

in the physical networks, 2 kinds of delays will occur: propagation delays and queuing delays.

Propagation delay occurs when the traffic goes through links. Queuing delay occurs when the

traffic is processed by network equipment, such as routers and VMs. The queuing delays can

be analytically approximated because we assume that the VNFs are security applications, which

continuously receive packets. In this work, we regard only CPU as the computational resources

although other resources such as storage and memory are regarded as the computational resources

in [8]. We assume that the components are placed on VMs and the VMs are placed on PMs in

the physical network. When the VMs are placed on the PMs, the VMs occupy CPU cores of the

PMs. Similarly, when the components are placed on the VMs, the components occupy CPU cores

of the PMs. We can place multiple components on a VM. If there are insufficient remaining cores

in the VMs or PMs, we cannot place the components or the VMs on them. A schematic view of

the occupation of CPU cores is shown in the lower right of Fig. 8.
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Figure 8: A schematic view of how VNFs are broken down into components that are placed on

VMs at PMs

3.1.2 Definitions Related to Performance of a Component

To relate the number of cores of a component with its performance, we define the term of pro-

cessing amount. Processing amount represents the workload of cores, such as the number of

instructions which the cores can process. We furthermore define the term processing capacity as

the maximum rate of processing amount which cores can process per second.

We assume that the performance of a PM and a VM proportional to the number of cores.

Therefore, the processing capacity of a machine which has n cores is n ·C, where we define C as

the processing capacity of a core.

3.1.3 Definition of Request Flows

We define request flows as flows of the traffic of the users who send processing requests to the

controller. A processing request includes 4 kinds of information and is represented as Ru =

(srcu, dstu, chainu, bu) for a user u: srcu is the ingress router, dstu is the egress router, chainu

is the chain of VNFs, and bu (in bit/s) is the requested transmission rate.
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Figure 9 shows an example of request flows. There are 2 request flows for users u1 and u2:

Ru1 = (r1, r3, [VNF1 → VNF2], bu1) and Ru2 = (r5, r3, [VNF2], bu2). The 2 request flows

come from their respective ingress routers r1 and r5, go through the components they need, and

leave through the egress routers. Note that in this example they share the components of VNF 2;

if multiple chains of processing requests include the same VNFs, their VNF components can be

shared.
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Figure 9: An example of two request flows and their allocated SFCs

3.1.4 Calculating the Delay of a Placement

As stated in Section 3.1.3, a request flow undergoes a delay which includes the queuing delay and

the propagation delay. We assume that queuing delay occurs in both routers and components in

this study. It is not constant because it depends on the current performance of the components and

the traffic entering them. The propagation delay on the other hand is assumed as a constant delay

when the request flow passes through a particular link. We define request flow delay tu as the sum

of all queuing delays and all propagation delays of the request flow of user u.

In order to consider the queuing delays analytically, we have to define service rates and arrival
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rates of routers and components. We assume them as follows:

• Service rate of router r: The service rate of router r is a constant value Mr packet/s.

• Service rate of component j: The service rate of component j is µk,j,a =
nk,j,a·C

Ta
packet/s,

where nk,j,a is the number of cores which the component j of VNF a occupies on VM k.

• Arrival rate at router r: The arrival rate at router r is λr =
∑

r′(p
u
(r,r′) · bu), where λr bit/s

is the sum of the transmission rates of all request flows arriving at the router r and pu(r,r′) is

a binary variable which is 1 when the request flow of a user u passes through a link between

routers r and r′ and otherwise 0.

• Arrival rate at component j: The arrival rate at component j is the sum of the transmission

rates of all the request flows which request VNF a and it is represented as va bit/s.

For the sake of simplicity, we assume that each component behaves like an M/M/1 queuing system,

i.e., packets in the request flow arrive as Poisson process and the service time is exponential.

The delay of a placement is calculated after the paths of the request flows have been decided.

The delays of each traffic flow are calculated first and then they are averaged with weights cor-

responding to the transmission rates. We explain the calculation by using the example of the

placement and the paths of request flows in Fig. 10. In the Fig. 10, v1 = bu1 and v2 = bu1 + bu2 .

In an M/M/1 queuing system, the delay of a system with a single server and a single queue in-

cludes the waiting time in the queue and the processing time at the server. The average delay is
1

µ−λ , where µ is the average service rate of the system and λ is the average arrival rate at that

system. We thus can calculate the queuing delay of each equipment by assigning the service rate

and arrival rate of it. Then, for the example shown in Fig. 10, the request flow delay tu1 of u1 is

tu1 = dr1 + dV 1 C1 + dV 1 C2 + dr1 + dV 1 C3 + dr1 +D(r1,r4) + dr4

+ dV 2 C1 + dV 2 C2 + dr4 +D(r3,r4) + dr3 + dV 2 C3 + dr3

where dx is the queuing delay of equipment x and Dr1,r2 is the propagation delay of the link

between routers r1 and r2. Finally, the delay of a placement d̂ is calculated as the average of tu

weighted with the transmission rates of each user as:

d̂ =
∑
u

(
bu∑
u bu

· tu).
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Figure 10: An example of the delays occurring in a placement

3.2 Formulation of VNF Placement Problem

In this section, we explain a simple formulation which does not consider the sharing of the VMs

with multiple components of the VNF Placement Problem based on the model in Section 3.1. It is

formulated as follows:

minimize:

d̂+W ·

∑
i,k

mi,k

 (1)

subject to:

∀k, j, a nk,j,a ≥ 1 → Ta ·
va
S

< nk,j,a · C (2)

∀i
∑
k

mi,k ≤ Ni (3)

∀k, i
∑
j,a

nk,j,a ≤ mi,k (4)

decision variables: mi,k, nk,j,a, pu(r,s)
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The term mi,k is the number of cores which the VM k occupies on PM i, W is a weighting

coefficient which decides the importance of sum of cores, Ni is the number of cores of PM i,

and Ta is the processing amount needed by VMs which have components of VNF a to process a

packet: Ta = C
Pa/S

. Here, Pa is the performance of the components of VNF a in a test environment

where each component of VNF a has one core.

Figure 11 explains the constraints. The constraint (2) means that the controller must decide

the number of cores for each components such that it has enough performance to process all the

request flows which go through it. The constraint (3) means that the sum of the number of cores

for VMs on a PM must not exceeds the number of cores of the PM. The constraint (4) means that

the sum of the number of cores for components on a VM must not exceed the number of cores of

the VM.
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Figure 11: Graphical explanations of relationships related to the constraints in the formulation

3.3 Summary of Notation in the Model

In this section, we summarize the notation in the model in 3 tables.
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Table 1: The variables used in the model and the problem formulation

Symbol Unit Description

bu bit/s transmission rate of user u

va bit/s sum of the transmission rates of all request flows request-

ing VNF a

tu s request flow delay of user u

nk,j,a number of cores occupied by component j of VNF a on

VM k

µk,j,a packet/s service rate of component j of VNF a on VM k

dx s queuing delay in equipment (router or component) x

λr bit/s arrival rate at router r

d̂ s delay of placement

pu(r,r′) a binary variable which is 1 when the request flow of user u

passes through a link between router r and r′ and otherwise

0

mi,k - number of cores which VM k occupies on PM i

Table 2: The parameters used in the model and the problem formulation

Symbol Unit Description

C processing

amount/s

processing amount which cores can process per second

Pa bit/s performance of VNF a in a test environment

S bit size of a packet

Ta processing

amount/packet

processing amount needed by VMs for components of

VNF a to process a packet

Mr packet/s service rate of router r

D(r1,r2) s propagation delay of link between router r1 and r2

W weighting coefficient which decides importance of sum of

cores in the minimization function

Ni number of cores of PM i
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Table 3: Other symbols used in the model and the problem formulation

Symbol Unit Description

Ru processing request from user u

srcu ingress router for user u

dstu egress router for user u

chainu chain of VNFs for user u
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4 Methods for Dynamic VNF Placement Problem Based on EVG and

MVG Principles

In this section, we will propose 2 methods named Evolvable VNF Placement (EvoVNFP) and its

variant EvoVNFP-2, which uses adaptations on two time-scales, for the dynamic VNF placement

problem based on EVG and MVG. We assume that users send new processing requests when they

want to change the current processing requests in the dynamic VNF placement problem.

4.1 Overview of Proposed Methods

As we explained in Section 3, the controller receives the processing requests and decides the

placement. We assume that the programs of the proposed methods run in the controller to decide

the placement.

4.1.1 Evolvable VNF Placement (EvoVNFP)

Figure 12 is a schematic view of EvoVNFP. There are 3 processing requests R1, R2, R3 from

users in the figure. When the control starts, the individuals of the genetic algorithm are initialized

and the program starts with an objective which aims to meet all of the 3 processing requests. We

call the number of generations from the change of objectives until the solution is obtained as an

epoch. In this work, we assume that the length of epochs is shorter than the time intervals of the

changes of the processing requests and obtain the solutions for current objectives at the end of

each epoch. The solutions are then realized for the placement in the network. After obtaining the

solutions for current objectives, the program waits for the next change of the processing requests.

When the processing requests from users change, the objective changes without re-initialization

of the individuals and the program continues its execution again.

4.1.2 Evolvable VNF Placement-2 (EvoVNFP-2)

Figure 13 is a schematic view of EvoVNFP-2. EvoVNFP-2 is derived from EvoVNFP and the

difference between them is that EvoVNFP-2 includes more fine-grained changes of the objectives.

Similar to EvoVNFP, the change of objectives is performed per epoch. These objectives are formed

by a set of requests, e.g., R1, R2, R3 in Fig. 13, that remain constant during an epoch. Additionally,
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Figure 12: A schematic view of time-series processing of EvoVNFP

we now also introduce a smaller time unit called period. At each period, EvoVNFP-2 switches

between 2 cases:

• The objective is to meet all processing requests (odd epochs).

• The objective is to meet all processing requests except for one which is selected randomly

(even epochs).

This way of varying the objectives is inspired by the MVG model for RNA [26]. The authors

aim to evolve the individuals toward an RNA structure with 3 hairpin loops. To do so, they

switches the objective of the MVG between the 2 cases shown below:

• The objective is to make an RNA structure with 3 hairpin loops.

• The objective is to make an RNA structure with 2 hairpin loops except for the one which is

selected randomly.

It is expected that the number of reconfigurations and the number of generations until ob-

taining a good solution will be smaller with EvoVNFP-2. The common parts of several varying

goals emerge as module in the original MVG [22]. Therefore, if the objectives switch as described

above, the part for all processing requests except for the one which is selected will emerge as
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module. The module for each processing request then will emerge because all the requests can be

selected as the excluded one. Finally, it is expected that each resulting module for the correspond-

ing processing request will not influence each other so much.
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Figure 13: A schematic view of time-series processing of EvoVNFP-2

4.2 Design of Genetic Algorithm in the Proposed Methods

In this section, we will explain the genetic algorithm in the proposed methods in detail. We will

discuss how an individual is encoded and how the mutation and fitness function are defined.

4.2.1 Design of an Individual

An individual in the genetic algorithm is a 3-layered network and represents a placement, i.e.,

components assigned to VMs, which in turn are assigned to PMs. Figure 14 is an example of

an individual of the genetic algorithm representing the placement of Fig. 9. The first layer

represents the PMs (PM layer), the second layer represents the VMs (VM layer), and the third

layer represents the components (Component layer). Each node corresponds to each PM, VM, and

component in the placement. A node in the VM layer and a node in the PM layer are connected if

the corresponding VM is placed on the PM. Similarly, a node in the component layer and a node

in the VM layer are connected if the corresponding component is placed on the PM. Furthermore,

each node has the information about the number of cores which the corresponding PM, VM, or
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component occupy. Once the placement is decided, the paths are determined as the shortest path

of the all paths which go through all needed components.
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Figure 14: An example of an individual representing a placement by a 3-layered network

4.2.2 Fitness Function

The fitness function evaluates how well an individual matches the objective. In our genetic algo-

rithm, it is a function which has the following properties:

• If the individual meets all the constraints shown in Eqs. (2)–(4), the fitness function is a

positive value; the fitness F is calculated from Eq. (5), which is the reciprocal of Eq. (1).

F =
1

d̂+W ·
(∑

i,k mi,k

) (5)

It means the smaller the value of the minimization function is, the larger the value of the

fitness function is.

• If the individual does not meet some of the constraints shown in Eqs. (2)–(4), the fitness F

becomes a negative value. It is calculated from F = (−0.1)Z, where Z is the number of

violations, so that the higher the level of violation of the constraints is, the lower the fitness

is.
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4.2.3 Mutation

In the mutation step of our genetic algorithm, an element of the network is changed slightly. We

only use mutation to change individuals and do not use crossover. The mutation is performed for

all individuals except for the elites at a predefined mutation rate. We randomly select one of the 5

kinds of operations shown below for the mutation:

• Changing a link between PM layer and VM layer: We select a link from all the links between

PM layer and VM layer randomly and change the node for the PM of the link randomly.

• Changing a link between VM layer and component layer: We select a link from all the links

between VM layer and component layer randomly and change the node for the component

of the link randomly.

• Changing of the information about the number of cores: We select a node from VM layer

and component layer and increment or decrement the number of cores by 1. This is done in

such way that the number of cores does not exceed the maximum number of cores of PMs.

• Adding a node to VM layer: We select a node from VM layer and select a child of it. We

then add a node to VM layer and connect the selected child to the new node. If the node

selected first does not have any nodes after the process of mutation, the node is deleted.

• Deleting a node from VM layer: We select a node from VM layer, connect all its children

to the other VM nodes randomly, and delete the selected node.
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5 Evaluation

In this section, we will first explain the settings of the simulations and then present numerical

results and their discussion.

5.1 Simulation Settings

First, we explain the parameters which we used in the simulation. The parameters of the genetic

algorithms are shown below:

• Number of individuals: 1000

• Number of elites: 100

• Mutation rate: 0.8

We use the physical network shown in Fig. 15. The network is composed of 5 routers which

have 2 PMs respectively. The circles r1–r5 represent routers and the squares PM1–PM10 represent

PMs. Each PM has 16 CPU cores. The propagation delays of the physical link between 2 routers

is 20 ms. In this work, we assume that the routers and their connected PMs are located in close

proximity and therefore we do not consider the propagation delay on the physical link between a

router and a PM.
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Figure 15: The physical network used in the simulation consisting of routers r1–r5 and PMs

PM1–PM10

In the simulation, we use the 3 types of processing requests shown below:
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• Ru1 = (r1, r3, {VNF1→VNF2}, bu1)

• Ru2 = (r5, r3, {VNF2}, bu2)

• Ru3 = (r4, r2, {VNF1→VNF3}, bu3)

where bu1 , bu2 , and bu3 are the transmission rates, see Section 3.1.3. In order to avoid too many

changes in the requests which would make the results difficult to interpret, we limit ourselves at

the moment to only changing the transmission rates bu1 , bu2 , and bu3 at the epochs and keep the

same settings of the source, destination, and VNF chain for Ru1 ,Ru2 , and Ru3 . The transition of

bu for a user u is performed as a random walk as shown in Eqs. (6) and (7):

bu(0) = 500 (6)

bu(te + 1) = bu(te) + η (7)

where te represents the number of elapsed epochs and η represents the difference from the pre-

ceding value. η is generated according to a normal distribution with mean 0 and variance (I/3)2,

where I is a parameter of the strength of changes. We can obtain η from [−I, I] at the probability

of 99.74% by using this normal distribution.

The other parameters are shown below. For a description of the parameters, see Tables 1 and

2:

• C = 3.0 Gprocessing amount/s

• Pa = 100 Mbit/s for VNF1, VNF2, and VNF3

• S = 1500 bit

• Mr = 3.0 Gpacket/s

• W = 0.5

5.2 Reference Methods

We use 2 reference methods a conventional genetic algorithm (GA) and Integer Linear Problem

(ILP), which we will briefly summarize in the following.
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5.2.1 Conventional Genetic Algorithm

In the conventional GA, we rerun the normal genetic algorithm every epoch. A schematic view

is shown in Fig. 16. Similar to EvoVNFP in Fig. 12, the objectives change every epoch. The

major difference between Figs. 16 and 12 is that there are re-initializations of the individuals at

the beginning of each epoch in Fig. 16 corresponding to running an independent GA for each

epoch. We use this as a reference method to clarify the differences between our proposed methods

and conventional GA.
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Figure 16: A schematic view of the conventional GA

5.2.2 Integer Linear Problem

ILP is a well-known optimization method which was used to represent the VNF placement prob-

lem in many references [10–16], although it is rarely directly used for solution because the problem

is NP-hard. Most of the references proposed heuristics to solve the problem.

In this evaluation, we use ILP to decide the optimal placement at each epoch without con-

sidering the minimization of the number of reconfigurations. Due to the time complexity of the

problem in Section 3.2, we decided to tackle the simpler problem as shown below.

• The routes of the traffic are prepared in advance and we choose the optimal routes from
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them in the ILP of this subsection while we can choose arbitrary routes in the problem of

Section 3.2

• The ILP of this subsection only considers the propagation delays as delays while the prob-

lem of Section 3.2 considers both of the propagation delays and queuing delays.

• The VM i can only be placed on PM i in the ILP of this subsection while all VMs can be

placed on arbitrary PMs in the problem of Section 3.2

5.3 Evaluation Metrics

We use the 4 evaluation metrics shown below:

• The number of reconfigurations: we evaluate the number of reconfigurations which are

needed to change placements between 2 successive processing requests. The reconfigura-

tions include 6 operations: VM migrations, VM size changes, VM additions, VM removals,

component migrations, and component size changes. VM migrations and component mi-

grations mean that a VM or component which is placed on a PM i at epoch t is moved to

another PM j, j ̸= i at epoch t + 1. VM size changes and component size changes mean

that the number of cores of a VM or component is increased or decreased. VM additions

mean that the number of VMs is incremented by one on a PM and removals mean that the

number of VMs is decremented by one.

• Delay of a placement: we evaluate the weighted delay of each placement, described in

Section 3.1.4, at each epoch.

• The number of cores in a placement: we evaluate the number of physical cores which are

used by VMs in the placement at each epoch.

• The number of generations until obtaining the first feasible solution: we evaluate the num-

ber of generations until obtaining the first feasible solution in EvoVNFP, EvoVNFP-2, and

GA. Here, a feasible solution refers to the individuals which have positive fitness, i.e., the

individuals which can be converted to placements.
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5.4 Results and Discussions

In this subsection, we show the results of the simulation and discuss them. We repeated the

EvoVNFP simulation, EvoVNFP-2 simulation, GA simulation, and ILP simulation for each data

point in the following figures 20 times. We used different transitions of the objectives in each

simulation. An objective is composed of bu1 , bu2 , and bu3 , and we use 150 objectives (epochs) in

each simulation. The result of a simulation is calculated from 100 placements which are obtained

at the final generations of the 50th–the 150th epochs while the results from the first 49 epochs are

considered as transient state and not included. If we cannot obtain any individuals which have

positive fitness within an epoch, we do not consider this epoch. The results shown below are

the averages of the results of the 20 simulations. The results of the EvoVNFP, EvoVNFP-2, the

conventional GA, and the ILP are represented as “EvoVNFP”, “EvoVNFP-2”, “GA”, and “ILP”,

respectively in the figures. Errorbars indicate the 95% confidence intervals.

5.4.1 Comparison between Different Pairs of Te and Tp

At first, we show the results of the comparison between the results obtained at different tuples (Tp,

Te), where Tp represents the number of generations for an epoch and Te represents the number

of generations for a period. Figure 17 is the results of the number of generations until obtaining

the first feasible solution and the sum of the number of reconfigurations at Tp = 8. In order to

make a fair comparison between the methods, we considered Te = kTp, with k = 3, 5, 7, ... to

always have a period with all three requests at the beginning and end of each epoch. Thus, in

Fig.17 we computed the values for the tuples (Tp, Te) = (8, 24), (8, 40), (8, 56), (8, 72). Figure

18 illustrates the results at Tp = 16, and Fig. 19 is the results at Tp = 24, all having the same

relationships between Te and Tp. In the figures showing the number of generations until obtaining

the first feasible solution, we also inserted reference lines with slope 1 and intercept 0, which

correspond to the upper limits of the number of generations which can be used in an epoch.

We can see that the results of EvoVNFP and EvoVNFP-2 are very similar in all figures. By

contrast, it is clearly shown that GA is the worst of the 3 methods in all figures. The results of GA

are closest to the reference lines in Figs. 17(a), 18(a), and 19(a). It means GA uses almost all of

the generations of the epochs to generate the feasible solutions while EvoVNFP and EvoVNFP-2

only require about 5 generations.
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Figures 17(a)–19(b) also show that the larger Te and Tp are, the larger the results of all meth-

ods become although the increases of the results of EvoVNFP and EvoVNFP-2 are very small.

It means that the smaller the intervals between the changes of the objectives are, the better the

performance of EvoVNFP and EvoVNFP-2 are relatively to that of GA.
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Figure 17: Results of number of generations and reconfigurations at Tp = 8
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Figure 18: Results of number of generations and reconfigurations at Tp = 16

5.4.2 Evaluation of the Number of Reconfigurations

In the following subsections, we will explain the detailed results by picking up the results at

(Tp, Te) = (8, 24) and the results at (Tp, Te) = (24, 216), which have the lowest value and
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Figure 19: Results of number of generations and reconfigurations at Tp = 24

highest value of the Te in the results in Section 5.4.1, respectively. Figure 20 shows the sum of the

number of the 6 types of reconfigurations and Figs. 21–26 show the detailed results: the number

of each kind of reconfiguration. The left figures are the results at (Tp, Te) = (8, 24) and the right

figures are the results at (Tp, Te) = (24, 216).

The results at (Tp, Te) = (8, 24) and at (Tp, Te) = (24, 216) all have similar tendencies, but

have slight differences. In Fig. 20, we can see that EvoVNFP and EvoVNFP-2 are smaller than GA

and ILP on average. When we see the differences between Figs. 20(a) and 20(b), we can recognize

that EvoVNFP and EvoVNFP-2 in Fig. 20(a) are a little smaller than those in Fig. 20(b). This is

because the smaller length of the epochs prevent EvoVNFP and EvoVNFP-2 from overfitting to the

objective at each epoch. The detailed results in Figs. 21–26 show that EvoVNFP and EvoVNFP-2

are better than ILP in terms of VM resizing, VM addition, VM removal, and component migration

and they are worse than ILP in terms of component resizing. We will discuss this in Section. 5.4.5

more.

5.4.3 Evaluation of the Quality of the Best Placement at Each Epoch

We then show the results about the quality, i.e., the number of cores and the delays, of the place-

ment at each epoch. Figure 27 shows the results of the number of cores and Fig. 28 shows the

results of the delays. The results of ILP can be regarded as the optimal values of the problem.

EvoVNFP, EvoVNFP-2, and GA require about twice as many cores as ILP in Fig. 27. On the

39



EvoVNFP EvoVNFP-2 GA ILP
0

5

10

15

20

25

30
s
u
m

 o
f 
re

c
o
n
fi
g
u
ra

ti
o
n
s

(a) Tp = 8, Te = 24

EvoVNFP EvoVNFP-2 GA ILP
0

5

10

15

20

25

30

s
u
m

 o
f 
re

c
o
n
fi
g
u
ra

ti
o
n
s

(b) Tp = 24, Te = 216

Figure 20: The number of reconfigurations
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Figure 21: The number of VM migrations

contrary, EvoVNFP and EvoVNFP-2 are only a little worse than ILP in terms of the medians of

the delays although GA is still worse than the other 3 methods. We will discuss these in Section.

5.4.5 more.

5.4.4 Evaluation of the Number of Generations until Obtaining the First Feasible Solution

We then show the results of EvoVNFP, EvoVNFP-2, and GA about the number of generations

needed until obtaining the first feasible solution. We do not consider ILP in this subsection. Figure

29(a) shows the results of (Tp, Te) = (8, 24) and Fig. 29(b) shows the results of (Tp, Te) =

(24, 216).

In the Fig. 29, we can see that the number of generations of EvoVNFP and EvoVNFP-2 is
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Figure 22: The number of VM size changes
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Figure 23: The number of VM additions

smaller than GA. It means that EvoVNFP and EvoVNFP-2 can adapt to the succeeding objectives

rapidly. Furthermore, there is a big difference between the results of GA in Fig. 29. This is due

to the same reason which we explained in Section. 5.4.1; GA uses almost all of the generations of

the epochs to generate solutions. Note that the y-axis of Fig. 29 is in logarithmic scales.

5.4.5 Discussion about Placement Strategies of EvoVNFP and EvoVNFP-2

Finally we discuss the strategy which EvoVNFP and EvoVNFP-2 select for VNF placement. In

Section 5.4.2, we saw that the results of EvoVNFP and EvoVNFP-2 are smaller than those of

ILP in terms of VM size changes, VM additions, VM removals, and component migrations, but

larger in terms of component size changes. Furthermore, in Section 5.4.3, we saw that EvoVNFP
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Figure 24: The number of VM removals
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Figure 25: The number of component migrations

and EvoVNFP-2 are worse than ILP in terms of the number of cores. Considering these results,

EvoVNFP and EvoVNFP-2 seem to spontaneously select strategies where the placements have

a sufficient number of cores for a sufficient number of VMs so that they can easily adapt to the

succeeding objectives by only resizing the components. The placements generated by EvoVNFP

and EvoVNFP-2 tend to have extra cores which components may not need currently, but they can

be used for adapting to the succeeding objectives by only resizing the components thanks to these

extra cores. Therefore, the larger number of cores in EvoVNFP and EvoVNFP-2 seems inevitable

to make the number of reconfigurations smaller, that is, the number of cores and the number

of reconfigurations are in a trade-off relationship. Hence, we can regard the delay as the only

overhead. From this standpoint, we can summarize that EvoVNFP and EvoVNFP-2 can generate
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Figure 26: The number of component size changes
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Figure 27: The number of cores

evolvable placements with small overhead.
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Figure 28: Delay
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Figure 29: The number of generations until obtaining the first feasible solution
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6 Conclusion and Future Work

In this research, we proposed methods called EvoVNFP and EvoVNFP-2 for solving the VNF

placement problem while focusing on reducing the number of reconfigurations. EvoVNFP and

EvoVNFP-2 use genetic algorithms based on the MVG and EVG concepts of biological evolution

under varying environments. EvoVNFP generates placements which meet the current processing

requests by the genetic algorithms. When the processing requests change, the objectives of the

genetic algorithms change without re-initialization of the population. This leads to placements

which are robust to the varying processing requests. The resulting placements need a small number

of reconfigurations to adapt to succeeding processing requests. EvoVNFP-2 includes more fine-

grained changes of the objectives in addition to the mechanism of EvoVNFP. It is expected that

EvoVNFP-2 will generate placements with modular structures corresponding to the processing

requests, which leads to evolvability and placements that are robust to varying processing requests.

The results of the simulations show that EvoVNFP and EvoVNFP-2 can reduce the number of

reconfigurations with only small overhead in terms of the delays compared to the reference meth-

ods. EvoVNFP and EvoVNFP-2 seem to generate evolvable placements which have a sufficient

number of cores and can adapt to the succeeding objectives by only changing the components.

Our future work includes improving EvoVNFP-2 so that it achieves better adaptation by gen-

eralizing from past environments [27].
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