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for controlling self-organizing networks
with light-weight cost
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Controlling self-organizing networks

* Self-organizing systems

Global pattern emerges through local interactions
among components

Pros: High scalability, adaptability, flexibility, robustness
Cons: Non-controllability

* Global optimality is not guaranteed
* Emergence and adaptation to environmental changes is slow

-

* Controlling self-organizing systems
« Self-organizing systems are controlled through some
constraints provided by an ‘external controller’
* Achieving the desired state of the system rapidly with
light-weight cost is a very challenging task

Optimal control
by an external controller

* The fastest convergence of the state (X) of the
linear system can be achieved with the optimal

control method in our previous work B!
Feedback inputs
u(t) = CX(t) + DY ()

Observable information
Y(t) = CX(t)

External controller
Estimation of X: X(¢t + 1) = AcX(¢) + B.Y(t)

/!\External controller

Feedback inputs for
faster convergence

Targetvalue g

Network
The states: X(t + 1) = AX(t) + Bu(t)

It is difficult for only one controller to collect and manage information
of the entire network due to the considerable computation cost

Approach for light-weight computation

1. Division of network: we divide a network into
S sub-networks

2. Division of controllers’ roles:
* S sub-controllers observe/control their corresponding
sub-networks
* This results in smaller computation cost
* The central controller manages the interactions among

sub-networks
Non-hierarchical scheme
External controller

Network /'\

Central controller

Hierarchical scheme
sub-controller
Subnetwork 1 Sub-network2
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Computation cost: O(N?)
N: # of all nodes]

Computation cost: O(SN'”)
(N': # of sub-network i -

System overview

The central controller collects potential 0
information from sub-controllers and provide
feedback for guiding all sub-controllers to
\ achieve global optimality Y,

Sub-controller,

Central controller.

e

A sub-controller observes
a partial set of nodes in a sub-
network and provides feedback
to the sub-network

/

Sub-network

A node behaves autonomously with
simple rules using local information

Potential-based routing I°!

* Self-organizing routing method for WSNs
* A node has potential (a scalar value) which determines routes

« The fewer hops from the sink node is, the lower the potential value
assigned to the node

« Convergence needs too many iterations
The update of node n'’s potential value 6, (t)

6u(t+ 1) (@ + DOND — abu (= D]+ 7 Y. (0(0) — 6, (0) + BAfu(0)
Node n’s own potential KEND(n] Flow rate at node n

Potential differences from neighbor nodes
a: Parameter that ight of the ial valu
B,0: Parameter that determines the weight of flows
Nb(n): The set of neighbor nodes of node n

* “Forward data to a neighbor node
with lower potential” can result in A
. . 5 L Sensor
data packet collection toward sink nodes j,J < sink

= Traffic
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Potential-based routing
with a hierarchical control method

Central controller
Feedback inputs for guiding
otentials of the sub-network to

.ﬂ.‘ N, ™ converge targeted potentials
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*l Potential information
from all sub-networks

a partial set of nodes in

the cor sub-network

Sub-network

Simulation Evaluation

(‘gmrzl controller

/ \.; o-controller

* We evaluated the convergence
speed of potentials in our proposal
* Compared to the non-control scheme

* Scenario
1. At 200 step, data packet arrival rates
are changed in sensor nodes
2. Potential field is reconstructed where
sink nodes receive packets equally
*  We evaluated the convergence time of

potentials
Parameter | Value
N . W Sink node ® Se de
The interval of potential updates 1 step inknode® Sensornode
- 3 <> Sub-networkinformation / Feedbackinput|
The interval of controllers’ feedback 1step Network iformaton /
k 20 Interaction between sub-networks

(0.4,0.2,0.1,10)

Adaptation of potentials

* The convergence speed is enhanced by 3.12
times compared with the non-control method
with lightweight cost

Non-control scheme
s !

Our proposal
2

Potentials converge to their target

values faster than that with the non-
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300 500
Time (Step] Time [step]
Non-hierarchical Hierarchical scheme
Non-control scheme
scheme B! (our proposal)

Convergence time [step] 721.7 231.0 209.1

Conclusion

* Conclusion
* Introduction of hierarchical control method to potential-
based routing

* Simulation result showed that our proposal can enhance the
convergence speed of potentials with lightweight cost

* Future work

Evaluation of the hierarchical method (our proposal)
compared with the non-hierarchical method

« The convergence speed of potentials

* The computation time for the controller design and the
calculation of control inputs

Evaluation in the case with large-scale networks




