
IEICE TRANS. COMMUN., VOL.E99–B, NO.4 APRIL 2016
885

PAPER

Placement of Virtual Storages for Distributed Robust Cloud Storage

Yuya TARUTANI†a), Yuichi OHSITA††b), Members, and Masayuki MURATA††c), Fellow

SUMMARY Cloud storage has become popular and is being used to
hold important data. As a result, availability to become important; cloud
storage providers should allow users to upload or download data even if
some part of the system has failed. In this paper, we discuss distributed
cloud storage that is robust against failures. In distributed cloud storage,
multiple replicas of each data chunk are stored in the virtual storage at
geographically different locations. Thus, even if one of the virtual storage
systems becomes unavailable, users can access the data chunk from another
virtual storage system. In distributed cloud storage, the placement of the
virtual storage system is important; if the placement of the virtual cloud
storage system means that a large number of virtual storages are possible
could become unavailable from a failure, a large number of replicas of each
data chunk should be prepared to maintain availability. In this paper, we
propose a virtual storage placement method that assures availability with a
small number of replicas. We evaluated our method by comparing it with
three other methods. The evaluation shows that our method can maintain
availability while requiring only with 60% of the network costs required by
the compared methods.
key words: data center, cloud storage system, fault tolerance, redundancy

1. Introduction

Cloud storage services have become popular, and a large
amount of data is stored in them [1]–[4]. Cloud storage ser-
vices are provided via datacenters, with a part of the storage
space of the data center is allocated to each user. Users can
upload or download their data by accessing the data center.
The cloud storage service enables the users to access their
data regardless of what devices, tools, and areas are used. In
addition, by using the cloud storage services, the users can
save the cost otherwise required to manage storage devices.
Due to the above advantages, cloud storage services have
become used both by personal users and companies.

Availability is important for cloud storage [5]–[7] es-
pecially that used by companies; the data should always be
able to be accessed by the user. However, the storage in a
data center may fail. In addition, a data center may become
unreachable by the users due to network failure or conges-
tion. Therefore, providers of cloud storage service should
ensure availability even in such cases.
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One approach to ensuring the accessibility of data even
in such cases is to prepare the replicas of data. Distributed
file systems such as Google file system (GFS) [8] and the
Hadoop file system [9] use this approach to keep the avail-
ability of the data. The distributed file systems divide the
data into chunks, and store them in one of the storages. At
the same time, replicas of each chunk are stored by the dif-
ferent storages. By doing so, users can access the data even
when several storages become unavailable. By using this
approach to store the replicas in the different data centers,
availability can be maintained even if several data centers
fail.

Though the approach of preparing replicas ensuring
availability of the data so long as a sufficient number of
replicas are prepared, more storages are needed and more
bandwidth is consumed as the number of replicas increases.
The required number of replicas depends on the locations
of the data centers storing the replicas; a small number of
replicas are sufficient if no possible failure in the network
never can causes multiple data centers storing the replicas
to become unreachable.

There are several studies that solves for placement of
the data and the backups in a network including multiple
data centers [5], [10]–[12]. This such approaches place a
complete backup of the original data at one of the data cen-
ters, so that the backup can be accessed by the user if the
data center storing the original data becomes unreachable.
However, this approach incurs a large overhead: a large stor-
age resource at a data center may be required to store a com-
plete backup of the data. If one of the data centers fails and
the additional data center storing the backup becomes re-
quired, all of the original data should have been sent to the
additional data center.

In this paper, we discuss distributed cloud storage that
maintains availability of the data, even in case of failures,
without a large number of replicas. This method deploys
virtual storages at multiple data centers for each user who
requires availability even in case of failure. In the distributed
cloud storage, data are divided into chunks, similar to exist-
ing distributed file systems. Then, by storing each chunk at
multiple virtual storages, we ensure availability in case of
failures. This approach makes the placement of the virtual
storage flexible; each virtual storage holds only a part of the
data. This also reduces the overhead required to place the
additional virtual storage, because the size required for the
virtual storage is not large.

In this paper, we also propose a method to determine
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which data centers should host the virtual storages so as to
ensure availability even in the case of any possible failures
with a small number of replicas. In this method, we use the
split groups, which are defined as sets of groups including
the nodes belonging to the same connected subgraph, if fail-
ure occurs. The nodes belonging to the same split group can
communicate with each other even if failure has occurred.
Thus, our method guarantees the availability of the data by
placing the virtual storages so that the split groups includ-
ing the node connected to the user include more than (N−k)
virtual storages, where N is the number of deployed virtual
storages and k is the number of replicas.

Our method determines the data center for hosting the
virtual storages and the number of replicas by searching the
suitable sets of the data centers for a small number of repli-
cas. When we cannot find a suitable set of the data centers,
we increment the number of replicas, and search the suitable
sets again. By continuing these steps, we determine the data
centers to host the virtual storages and ensure availability
with a small number of replicas.

The rest of this paper is organized as follows. In Sect. 2,
we explain the cloud storage system discussed in this paper.
Section 3 presents a heuristic method for deciding which
data centers should host the virtual storages. In Sect. 4, we
evaluate our method by comparing it with other a methods
without considering the required number of replicas. Fi-
nally, Sect. 5 provides our conclusions.

2. Distributed Cloud Storage

Figure 1 shows an overview of the distributed cloud storage
discussed in this paper. The distributed cloud storage dis-
cussed in this paper is constructed of multiple data centers
and the network between them. The provider of the storage
service places multiple virtual storages for each user. Each
virtual storage is hosted by one of the data centers using a
part of the storage of the data center. The set of the virtual
storages stores each user’s data.

The data stored in the distributed cloud storage are di-
vided into multiple small chunks, and each chunk is stored
in ku virtual storages. By doing so, we keep all fractions of
data available unless all of the ku virtual storages storing the
chunk become unavailable simultaneously. Each chunk has

Fig. 1 Distributed robust cloud storage.

an ID from which the virtual storage storing it is determined.
By using the ku hash functions, we can determine the set of
virtual storages used to store the chunk.

To reduce communication delay from users and the
amount of traffic on networks, the virtual storages are stored
in the data centers that are close to users. However, doing
so means that the number of unavailable virtual storage be-
comes large in the case of failure, because most of the virtual
storages are concentrated in the data centers that are close to
users. This causes an increase in recovery time and network
overhead for recovering the robustness. In this paper, the
data centers hosting the virtual storages are determined on
the basis of the impact of failures to reduce the recovery time
and the network overhead for recovering the robustness.

In the rest of this section, we explain the operation on
the distributed cloud storage.

2.1 Access by Users

User access the their data on the distributed cloud storage
through client software. The client software knows the hash
functions, allowing it to obtain the virtual storage storing the
chunk.

Data items are downloaded by downloading all the
chunks required to construct the data. For each chunk, the
client software calculates the hash functions to obtain the
lists of the virtual storages where the chunk is stored. Then,
the client software selects one of them, and downloads the
chunk from the selected one.

Similarly, when uploading data, the client software up-
loads all the chunks included in the data. Each chunk is up-
loaded to one of the virtual storages corresponding to the ID
of the chunk, as calculated by the hash functions. Then the
virtual storage copies the chunk to the other virtual storages
corresponding to the ID of the chunk.

2.2 Management of the Set of Virtual Storages

The set of virtual storages for each user is managed by the
central manager. The central manager knows the location
of the users and data centers in the network, the remaining
resources of the data centers, the available bandwidth of the
links in the network, and the set of nodes or links that are
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could fail simultaneously. Using this information, the cen-
tral manager controls the locations of the virtual storages so
as to keep the availability even in case of the failures.

After placing the virtual storages, the central controller
monitors the set of virtual storages. If the set of virtual stor-
age does not satisfy the requirements due to one or more
virtual storages becoming unavailable, the central controller
detects this, and new virtual storages are placed. The chunks
stored in the new virtual storages are obtained from the
other active virtual storages; the virtual storages storing the
chunks required to be stored by the new virtual storages can
be obtained by the hash functions, and then the new virtual
storages send a request to the active virtual storages.

3. Placement of the Virtual Storages

In this paper, the central controller decides the data centers
to host the virtual storages for each user. The placement of
the virtual storages has an impact on the number of required
replicas. Because the number of required storages and the
bandwidth between data centers both increase as the number
of replicas becomes large, the central controller should de-
termine the data centers hosting the virtual storages so as to
keep ensure availability without requiring a large number of
replicas, and then determine the number of replicas needed.
In this section, we formulate the problem to decide the data
centers to host the virtual storages, and propose a heuristic
method to solve the problem.

3.1 Problem Formulation

3.1.1 Input

The central controller knows the network topology. The net-
work is represented as a graph G. We denote the set of nodes
by N and the set of edges by L. Each edge l has available
bandwidth bavail

l . There are multiple data centers that can
host the virtual storages, and each data center is connected
to the network. We denote the set of data centers by D. We
denote the storage space provided by the data center d ∈ D
by pd. Each user is also connected to at least one of the
nodes in the network. We denote the set of users by U, and
the set of the nodes connected to the user u by Nu.

A path on the graph G can be represented as the set of
links in the path. There may be multiple paths between any
two nodes. We denote the set of paths between the nodes a
and node b by ra,b, and the set of all paths on the graph G by
R. Among the paths included in ra,b, we denote the shortest
one by rshort

a,b .
The central controller also knows the possible patterns

of failures. A set of links that could fail simultaneously is
called a shared risk group (SRG). We denote the set of SRGs
by F, and the set of the nodes included in the SRG f by Nfail

f .
The central controller receives requests from users. Each
request includes the number of required virtual storages Cu,
the traffic rate from the user uploading data bupload

u and the
traffic rate to the user downloading data bdownload

u .

3.1.2 Variables

We determine the data centers hosting the virtual storages
for the user u by setting a variable Mn,u that indicates the
number of virtual storages for the user u hosted by the node
n. In this problem, in addition to determining the data cen-
ters to host the virtual storages, we also determine the num-
ber of replicas. We denote the number of replicas for the
user u by ku.

In the rest of this paper, we set the size of each virtual
storage to 1 in order to simplify discussion. As a result, the
total number of virtual storages for the user u is (1 + ku)Cu.
In addition to the above variables, we also define a variable
bl indicating the traffic amount from the distributed cloud
storage over the link l.

3.1.3 Objective

In this paper, we minimize the network cost defined as the
total bandwidth used by the distributed cloud storage.

minimize
∑

l∈L

bl. (1)

3.1.4 Constraints

• The total number of virtual storages hosted by data cen-
ters should be (1 + ku)Cu

∀u ∈ U:
∑

n∈D

Mn,u = (1 + ku)Cu.

• Each data center must have sufficient resources to host
all of the assigned chunks, including chunk replicas.

∀n ∈ D:
∑

u∈U
Mn,u ≤ Un,

where Un is the maximum number of virtual storages
in data center n.
• All data must be available even if any failure occurs.

Because each chunk is stored by ku+1 virtual storages,
all data is available unless more than ku virtual storages
become unreachable by the user u. That is,

∀u ∈ U,∀ f ∈ F: Nunreach
u, f ≤ ku,

where Nunreach
u, f is the number of virtual storages that

become unreachable from the user u when the set of
nodes is included in Nfail

f , which is calculated by

Nunreach
u, f =

∑

n∈{n|n∈D,∀r∈rNu ,n,∃m∈Nfail
f :m∈r}

Mn,u

• bl is the sum of the traffic passing the link l. In this dis-
tributed cloud storage, data are divided into multiple
small chunks, and chunks are stored in separate virtual
storages. Therefore, we assume that users access all
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virtual storages at the same rate. The traffic rate from
the user u to each data center with virtual storage is de-

noted by bupload
u

Cu
where bupload

u is amount of traffic in the
worst case. Similarly, the traffic rate from each data
center with virtual storage to the user u is denoted by
bdownload

u

Cu
where bdownload

u is the amount traffic in the worst
case. Each uploaded chunk is copied to ku virtual stor-
ages. In this paper, we assume that the virtual storage
hosting a replica is selected uniformly randomly from
the possibilities, because the calculation overhead for
solving the placements of replicas is avoided by assum-
ing this. This problem is considered in future work.
Thus, the traffic rate between the data center with the

virtual storages of the user u is bupload
u

Cu
. That is,

bl =
∑

u∈U,n∈D,l∈rshort
Nu ,n

⎛⎜⎜⎜⎜⎜⎝
Mn,u(bupload

u + bdownload
u )

Cu

⎞⎟⎟⎟⎟⎟⎠

+
∑

u∈U,n1,n2∈D,l∈rshort
n1 ,n2

⎛⎜⎜⎜⎜⎜⎝
Mn1,uMn2,ubupload

u

Cu

⎞⎟⎟⎟⎟⎟⎠

• bl should be less than the available bandwidth of the
link l

∀l ∈ L: bl ≤ bavail
l .

3.2 Heuristic Method to Place the Virtual Storages

Solving the optimization problem formulated in Sect. 3.1
requires a large amount of time, because the problem in-
volves 6 integer variables. Therefore, we propose a heuris-
tic method to determine the data centers to host the virtual
storages.

To determine the data centers to host the virtual stor-
ages, we use the split groups, with a split group defined as
the set of groups including the nodes belonging to the same
connected subgraph if failure occurs. Nodes belonging to
the same split group can communicate with each other even
if failure occurs. Thus, we can guarantee the availability of
the data by placing the virtual storages so that the split group
including the node connected to the user includes more than
|N | − k virtual storages.

In our method, the data centers to host the virtual stor-
ages are determined by the following steps. We first cal-
culate the split group for each SRG in advance. Then, we
decide the data center to host the virtual storages, deciding
one by one by using the split groups. The rest of this section
explains the details of the above steps.

3.2.1 Calculation of the Split Groups

The split groups for SRG f are obtained by following steps.

1. Obtain the set of nodes S Nfail
f

that is connected to one of

the links in Nfail
f

2. Construct the graph G′, in which the links in Nfail
f are

removed from the network G.
3. Calculate the route from the node s f ,1 to the node s f ,2

on the graph G′ by using the Dijkstra algorithm, for all
node pairs s f ,1 and s f ,2 included in S N f ail

f

4. Construct groups so that the nodes s f ,1 and s f ,2 belongs
to the same group only when a route between s f ,1 and
s f ,2 is found in the previous step.

The calculation time to obtain the split group for each SRG
is O(|N |2). In a large-scale network, this calculation time be-
comes large, because the number of SRG increases. There-
fore, our future work is to reduce the calculation time to
obtain the split group for each SRG by combining several
SRG into one SRG.

3.2.2 Placement of the Virtual Storages

Figure 2 shows the flowchart to determine the data centers
to host the virtual storages for the user u. In these steps, we
first set ku to 1 and search for a suitable set of data centers to
host the virtual storages such that the set ensures availability
of the data for all SRGs even when ku is 1, to minimize
the number of required replicas. Then, if we cannot ensure
availability of the data for all SRGs, we increment ku, and
search again for a suitable set.

When searching for a suitable set of data centers, we
determine the data centers to host virtual storages one by
one. The candidate data centers for hosting a virtual storage
are checked in ascending order of the network cost BM,u(d)

Fig. 2 Flowchart of our method.
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caused by the traffic from/to the data center and character-
ized as

BM,u(d) =(bupload
u + bdownload

u )|rnu,d |
+
∑

n∈D

Mn,ukubupload
u |rn,d |. (2)

where Mn,u is the number of virtual storages whose locations
are already decided as the data center n, and nu is the node
corresponding to the user u in the graph G. By selecting
the data center with the smallest BM,u(d), we avoid a large
network cost.

When checking whether a data center is suitable for
hosting the virtual storage, we check that the constraints on
availability are not violated. We can ensure availability un-
less more than ku virtual storages become unreachable by
the user. That is, for all of the SRGs in F, the number of
virtual storages hosted by the data centers belonging to split
groups not belonged to by the user should be less than ku, so
as to ensure availability in case of failure.

Therefore, in our method, we count the number of vir-
tual storages hosted by data centers in a different split group
from the user for each of the SRGs. Then, if the number
exceeds ku, we regard the selected data center as unsuitable
for hosting the virtual storage, and eliminate it from the can-
didate data centers.

The computational complexity for selecting the data
centers to host the virtual storage of user u is O(|Cu|).

4. Evaluation

In this section, we evaluate our method, and demonstrate the
advantage of the placement of the virtual storages consider-
ing the impact of failure.

4.1 Evaluation Environment

4.1.1 Network Topology

In this evaluation, we use the Japan Photonic Network
Model (JPNM), which is a model of the network in Japan
[13] shown in Fig. 3. This network topology is likely to form

Fig. 3 Japane photonic network model.

subgraphs on failure. In this case, the impact of failure de-
pends on the location of the data centers. Therefore, in this
evaluation, we place 8 data centers whose locations are se-
lected to be close to users, and to be far from users. The
number of virtual storages of possible at each data center is
set to 1000, and the bandwidth of each link is set to 10 Gbits
per second. The size of virtual storage is set to 500 GB.

In this evaluation, the SRG is created so that the failure
divides the network into two subgraphs. The SRG is given
by the following steps for each data center.

1. Select the closest data center d to a data center s.
2. Add the links on the shortest path between s and d to

the SRG.
3. Remove the links on the shortest path between s and d.
4. Check the whether the path exists. If yes, go back to

Step 2, otherwise end.

4.1.2 Request from Users

We assume that users are in Tokyo or Osaka, and with equal
number of users in Tokyo and Osaka. Each user is connected
to two nodes in the network, because users can access their
virtual storages in the case of failure. We connect the users
in Osaka to nodes 260 and 270, and connect users in Tokyo
to nodes 131 and 132. The number of users at each loca-
tion is set to 25. The size of the storages requested by each
user is set to an integer value from 5 to 20 chosen uniformly
randomly. Each user uploads and downloads 10 Mbit per
second.

4.1.3 Evaluation Metrics

In our evaluation, we investigated the resource required by
the distributed cloud storages. The network resources re-
quired as the distributed cloud storages are estimated by the
network cost defined by Eq. (2). The resources of the data
centers are estimated as the size of the storages allocated for
use in the distributed cloud storage, which is calculated as

Call =
∑

u∈U
Cu(ku + 1). (3)

Moreover, we evaluate the availability and restoration
time for recovering robustness. The availability of data to
user u is guaranteed by placing the virtual storages so that
the split groups that include the node connected to the user
have more than |Cu| − ku virtual storages. Thus, the avail-
ability of data to user u is denoted by the following;

Availability =

⎧⎪⎪⎨⎪⎪⎩
100 (Cu − ku ≤ Nreach

u, f )

100
Nreach

u, f

Cu−ku
(Otherwise)

(4)

where Nreach
u, f is the number of virtual storages that remain

reachable by user u when the set of nodes are included in
Nfail

f .
The data centers hosting the virtual storages for recov-

ery are also determined by using the method to determine
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the data centers to host the initial virtual storages. In the case
of restoration, the virtual storages are sent to data centers by
using the available bandwidth of links. In this evaluation, we
assume that the delay depends on the amount of data sent,
because the transmission delay is much larger than the delay
from distance. Thus, the restoration time trest is denoted by
the following;

trest =
Vd

minl∈rshort
s,d

bavail
l

(5)

where Vd is the amount of data sent and rshort
s,d is the shortest

path from the source data center s to the restoring data center
d.

4.1.4 Compared Methods

In this evaluation, we compare the proposed method with
three other methods that guarantee the availability of the
data by placing virtual storages. In this paper, we call these
methods mirroring method, random method, and last deter-
mining method.

The mirroring method is similar to a method described
in Ref. [5]. This method guarantees the availability of
the data by preparing the backup virtual storages. In this
method, the service provider selects the data center hosting
the virtual storages within the shortest distance from a user.
To ensure the availability of the data, another data center is
selected to host backup virtual storages. In this paper, the
mirroring method selects a data center that users can access
their virtual storages or their backup virtual storages in the
case of failure.

The random method is similar to the GFS method [8].
In this method, we determine the data centers to host the
virtual storages randomly. Moreover, the number of replicas
is a constant value independent of the placement of virtual
storages. In this paper, we set the number of replicas to one
quarter the number of required virtual storages.

Finally, the last determining method determines the
number of replicas after determining the data centers to host
the virtual storages. In this method, we first determine the
data centers to host the virtual storages so that the network
cost is minimized. This can be calculated by using the
method described in Sect. 3.2.2 with setting bu to a suffi-
ciently large value Cu. Then, bu is set as the minimum value
that does not require violating the availability in any case
of the SRG. Finally, the number of virtual storages in each
data center is adjusted so as to minimize the used storage
size under the constraint that bu replicas per each chunk can
be stored.

The purpose of the last determining method is to mini-
mize the network cost for the user to access the data. How-
ever, this method does not consider that the network cost
is increased by synchronizing the replicas. Therefore, our
evaluation shows the advantage of determining the place-
ment of virtual storage with considering the number of repli-
cas.

4.2 Results

4.2.1 Cost of Networks

Figure 4 shows the network cost of our method and the com-
pared methods in the case where the data centers are placed
far from users. In these figures, the horizontal axis is the
number of users, and the vertical axis is the network cost
calculated by Eq. (2). Figure 4(a) shows the network cost
caused by the communication between users and data cen-
ters. This figure indicates that the mirroring method and the
last determining method achieve lower network cost than
our method and the random method. This is because that
the mirroring method and the last determining method de-
ploy virtual storages near the users, while our method and
the random method deploy virtual storages at the data cen-
ter far from the users, too, to ensure availability in case of
failure. As a result, the number of hops from the user to the
data centers is large in our method and the random method,
compared with the mirroring method and the last determin-
ing method.

However, Fig. 4(b) shows that the total cost of our
method is similar to that of the last determining method.

Fig. 4 Network cost for data center placed far from users.
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Fig. 5 Network cost for data center placed near users.

This is because the last determining method requires more
replicas to ensure availability. As a result, the data centers
send a large amount of data to keep the replicas updated
when the last determining method is used, which causes a
high network cost. In contrast, Fig. 4(b) also shows that the
total cost of the mirroring method is smaller than that of
other methods. This is because, in the mirroring method, the
number of backup virtual storages is smaller than in other
methods. As a result, the amount of traffic used in guaran-
teeing availability is small.

Figure 5 shows the network cost of our method and the
compared methods in the case where the data centers are
placed near users. In these figures, the horizontal axis is the
number of users, and the vertical axis is the network cost cal-
culated by Eq. (2). Figure 5(a) indicates that the mirroring
method and the last determining method achieve lower net-
work cost than our method and the random method, but the
difference is smaller than in the case shown in Fig. 4. This
is because data centers are chosen near users. As a result,
the number of hops from users to data centers is small in our
method. Therefore, our method is more suitable in this case.
Figure 5(b) also shows that the total cost of our method is
lower than that of the last determining method. This is be-
cause, the number of replicas used in our method is smaller

Fig. 6 Number of virtual storages.

Fig. 7 Availability of data.

than in the last determining method, and the number of hops
between data centers is small. As a result, our method can
ensure availability while requiring only 60% of the network
costs required used in the last determining method.

Figure 6 shows the total number of virtual storages. In
this figure, the horizontal axis is the number of users, and
the vertical axis is the total number of virtual storages. Fig-
ure 6 shows that the total number of virtual storages used by
our method is much smaller than that used by the last deter-
mining method. This is because our method decides the data
centers to host the virtual storages so that a large number of
virtual storages never become unavailable simultaneously.
As a result, in our method and the random method, a small
number of replicas is sufficient to ensure availability in the
case of failures, which leads to a reduction in required re-
sources.

4.2.2 Availability

We evaluate the availability in the case of failure. In this
evaluation, a randomly selected SRG is set as failed. The
time of failure is 10 minutes and 40 minutes. In this evalu-
ation, the number of cases is set to 20, and the result shows
the worst case. Figure 7 shows the result. In this figure, the
horizontal axis is the time, and the vertical axis is the avail-
ability defined as Eq. (4). Figure 7 indicates that our method,
the mirroring method and the last determining method en-
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Table 1 Restoration time.

Method maximum restoration time

Proposed method 27 minutes
Mirroring 133 minutes
Random 30 minutes

Last Determining 67 minutes

sure availability of data in the case of one failure. In con-
trast, the random method dose not guarantee availability of
data, because the number of replicas is too small for to guar-
antee availability.

However, the mirroring method and the last determin-
ing method cannot guarantee the availability of data in the
case of a second failure. Table 1 shows the time for restor-
ing the robustness. The restoration time of these methods
is large because size of the data to be sent is large in these
methods. Therefore, the mirroring method and the last de-
termining method are not suitable when multiple failures are
possible. On the other hands in contrast, our method can
also ensure availability of data in this case. This is because
the number of virtual storages not available to users is small.
As a result, the restoration time is small.

5. Conclusion

In this paper, we discuss a distributed cloud storage sys-
tem that ensure availability of the data even in case of fail-
ure without a large number of replicas. We also propose
a method to determine which data centers should host the
virtual storages so as to ensure availability even in the case
of any possible failures using only a small number of repli-
cas. In our method we use split-groups, which are defined
as groups including the nodes belonging to the same con-
nected subgraph after a failure occurs. In this method, we
calculate the split-group for each node, which is the group
that the nodes are grouped into according to connectivity
when the node fails. We evaluated our method by compar-
ing it with three other methods. The evaluation showed that
our method ensures availability while requiring only 60%
of the network costs required by other methods that do not
consider the required number of replicas.

In this paper, the placement of chunk replicas is per-
formed randomly. We expect that the number of chunk repli-
cas and the network costs can be reduced by considering the
placement of chunk replicas. Moreover, in our method, the
split-group must be recalculated after a failure. Therefore,
reducing the calculation time is task for future work in the
large-scale networks.
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