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1. Introduction

In Network Function Virtualization (NFV), network func-
tions on dedicated hardware are achieved by software, and
deployed and executed on general-purpose servers [1]. The
network functions achieved by software are called Virtual
Network Functions (VNFs). Figure 1 shows an NFV system.
In NFV, multiple VNFs may share the resource on a single
server or one VNF may be distributed to multiple servers to
provide services throughout the network [2,3]. As a result,
it is possible to suppress operational and capital expendi-
tures by aggregating physical servers. It is also possible to
flexibly respond to environmental fluctuations by reallocat-
ing server resources to VNFs, migrating VNFs, and rerouting
flow packets.

A flow receiving NFV service may have a Service Function
Chaining (SFC) request that describes the order of VNFs to
be applied to the flow. In Figure 1, a flow arriving at the
NFV system receives NFV services in accordance with the
SFC request and exits the system. Therefore, to efficiently
operate the NFV system, placement of VNFs to servers, re-
source allocation to each VNF, and flow routes are deter-
mined adaptively in accordance with the SFC requests, traf-
fic amount of the flows, and amount of server resource. In
addition, to quickly respond to environmental fluctuations
such as system failures and changing demands, and to main-
tain the scalability of the NFV services, a distributed control
is more feasible than a centralized one [4]. One way to achieve
such behaviors is to exploit a biochemical mechanism with
autonomous dispersibility and self organization [5].

Our research group has proposed a construction method
of service space in virtualized network system based on
biochemically-inspired tuple space model [6]. In this method,
a server is considered as a tuple space, and service requests,
service demands and server resources are expressed as chem-
ical substances in tuple spaces. The behaviors in the virtual-
ized network system are then described by biochemical reac-
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tion equations in tuple spaces. Furthermore, by configuring a
network by connecting multiple tuple spaces, the movement
and spread of services and requests in a network system com-
posed of multiple servers are represented. Since biochemical
reaction equations are defined and executed independently in
each tuple space, it is suitable for achieving autonomous and
decentralized behaviors. We consider that one of possible
application of the above method is an NFV system. To op-
erate an NFV system, the above method has been extended
to handle flow routes in accordance with SFC requests, and
server resource limitation. By including these behaviors in
the method, it is possible to get closer to the actual NFV ser-
vice. The basic behaviors of the extended method have been
confirmed with computer simulation. However, the evalua-
tion assuming various situations in the NFV system has not
been performed.

In this report, we assess the performance of the NFV sys-
tem based on the service space construction method. First,
we briefly summarize how to apply the service space con-
struction method to the NFV system, explained in [6]. In
particular, we describe various behaviors in the NFV system,
such as the execution of VNFs to flow packets, server resource
allocation to each VNF, diffusion of VNFs, packet forward-
ing, and coexistence of multiple VNFs on a single server, by
biochemical reaction equations in tuple spaces. Then, we



perform computer simulation experiments assuming various
situations in the NFV system, such as time variation of traffic
amount and a sudden network failure. Through the simula-
tion experiments, we confirm that the proposed method can
cope with dynamical changes in the NFV system.

2. VNF Control based on Tuple Space
Model with Biochemical Reactions

In this section, we summarize the tuple space model using
biochemical reactions and how to apply the model to NFV
system, described in [6].

2.1 Tuple Space Model

A tuple space model in [6] is one of the models that
describes a distributed system. A component of the dis-
tributed system is modeled as a tuple space. In a tuple
space, biochemical reactions occur. Then, tuples in the tu-
ple space correspond to chemical substances, and the amount
of tuples corresponds to the concentrations of chemical sub-
stances. The concentrations of tuples can be increased and
decreased by defining and executing biochemical reactions in
tuple spaces.

A reaction rate of a biochemical reaction is determined by
the product of the concentration of each reactant and the
rate coefficient defined in the biochemical reaction equation.
For example, we consider that the following reaction equa-
tion is defined, which defines X and Y as reactants, Z as a
product, and a as a reaction rate coefficient.

Xy &z

If the concentrations of reactants X and Y are respectively
z and y, the reaction rate is axy. Due to this property, the
reaction rates in biochemical reactions are controlled by the
concentrations of reactants and the rate coefficients defined
in biochemical reaction equations.

In addition, a network can be configured by connecting
multiple tuple spaces. It is possible to achieve the inter-
action among multiple tuple spaces by defining biochemical
reactions that describe the diffusion and movement of tu-
ples among tuple spaces. Since biochemical reactions in each
tuple space occur independently, autonomous and decentral-
ized behaviors in networked system can be described.

2.2 Application to NFV System

To apply the tuple space model to NFV system, a tuple
space is associated with a server that deploys and executes
VNFs. Tuples in the tuple spaces correspond to demands of
VNFs, flow packets, server resources, and so on. The behav-
iors in the NFV system are described by biochemical reac-
tion equations in tuple spaces. Biochemical reaction equa-
tions are defined to adaptively and autonomously determine
placement of VNFs on the servers, the resource allocation
to each VNF, and flow routes in accordance with SFC re-
quests, traffic amount of the flows, and the amount of server
resources.

An SFC request for a flow, represented by a series of VNFs,
f1, f2, f3, ..., fena is described as follows.

c= {f17 f2, f3, -'-ufend}

When VNF f; is executed to the flow with an SFC request
¢, ¢ changes as follows.

C < C\{fl} = {f2,f37 n-afend}

A VNF that is executed at first in ¢ is represented by f'(c).
In this report, the subscript f, c and t of chemical substances

represent a VNF, an SFC request, and a server, respectively.
In what follows, we present biochemical reaction equations
that achieve various behaviors for the NFV system.

2.2.1 Resource Allocation and Execution of VNFs

It is desirable that placement of VNFs on servers and re-
source allocation to each VNF are determined in accordance
with demands of VNFs. It is required that VNFs in low
demand have low priority in the server and those in high
demand have high priority to be executed. When a packet
of a flow with an SFC request ¢ arrives at a server, VNF

1! (¢) is applied to the packet. Then, when c is composed of

multiple VNFs, the SFC request ¢ changes so that the ex-
ecuted VNF is deleted from c¢. On the other hand, when ¢
is composed of one VNF, the packet disappears. The above
behaviors, as well as realizing the server resource limitation
by enzyme-catalyzed reactions mechanism [7], are described
by Reaction Equations (1)-(4).
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In the above Equations, substance VNF} indicates the
VNF to be applied for a flow. A VNF with a large concen-
tration value means that its execution is highly demanded.
Substance PKT, represents a packet constituting a flow with
c. Substance toserve( VNFy1 (., PKT.) indicates result of ap-
plying the VNF to a packet of a flow with ¢. The concen-
trations of substances RSRCy, RS _VNFy, and MEDIATE.
respectively represent the amount of available resources of
a server t, the amount of server resources allocated to VNF
f, and the amount of server resources allocated to the flow
packets with SFC request c¢. r,, and r,, are the rate co-
efficients for Reaction Equation (1), and ry,, 7y, and ry
are the rate coefficients for Reaction Equation (2). Reaction
Equation (1) indicates that server resources are allocated in
accordance with the demand of each VNF, and that the allo-
cation is controlled by the concentration of RSRC. Reaction
Equations (2) and (3) indicates that VNF f is executed on
the basis of the amount of allocated resources. Reaction (4)
indicates that VINF decays at a rate proportional to its con-
centration.

2.2.2 Diffusion of VNFs

To describe the diffusion of highly-demanded VNFs to
other servers, Reaction Equation (5) is described.

VNF; 2L VNE (5)
rms is the rate coefficient for Reaction Equation (5). This
Reaction Equation indicates that a highly-demanded VNF
in a server diffuses to the surrounding connected servers at
a rate proportional to its concentration. This diffusion des-
tination of VNFs is stochastically determined in accordance
with the concentrations of VNF' at connected tuple spaces.
As a result, highly-demanded VNFs are distibuted to multi-
ple servers.



2.2.3 Packet Forwarding

When packets remain unprocessed in a server due to a
lack of server resources for corresponding VNF, it is required
that the packets move to another server that can process the
corresponding VNF. Furthermore, the forwarding direction
of packets should be determined so that the packets would
approach a server executing the corresponding VNFs with
enough server resources. To achieve these behaviors, a gra-
dient field is exploited to determine the moving directions of
packets. A gradient field for each VNF is constructed based
on the demand of VNFs and the available resources on each
server. The moving direction of packets is then determined
in accordance with the gradient field. For that purpose, Re-
action Equations (6)-(10) are introduced.

VNF; | RSRC, % VNF;|RSRC,| GRAD;  (6)
VNF;|RS__VNF; ™ VNF;|RS_VNF;| GRAD; (7)
GRAD; - 0 (8)

GRAD; ™™ GRAD;” (GRAD;) (9)

PKT. ™ PKT;"(GRADY) (10)

Substance GRADy establishes a gradient field for VNF f. 7y
is the rate coefficient for Reaction Equation (6) and (7), and
Tdg, Tmg and T,y are the rate coefficients for Reaction Equa-
tion (8), (9) and (10), respectively. Reaction Equation (6)
and (7) indicate that GRAD is generated at a rate propor-
tional to the concentrations of VNF, RSRC, and RS__VNF.
Reaction Equation (8) indicates that GRAD decays at a
rate proportional to its concentration. Reaction Equation
(9) indicates that GRAD spreads to the surrounding servers
with smaller concentration of GRAD. Therefore, the gradi-
ent field is constructed so that the server providing VNFs
with enough resources becomes a summit with the largest
concentration of GRAD, and the surrounding servers have
smaller concentration of GRAD in accordance with the dis-
tance from the summit. Reaction Equation (10) describes
the movement of PKT to the surrounding servers with large
concentration of GRAD. The forwarding direction of pack-
ets are stochastically determined at a proportional to the
concentrations of GRAD at connected tuple spaces.

2.2.4 Coexistence of Multiple VNFs

When multiple VNFs coexist on a single server, it is re-
quired to share server resources by allocating them in accor-
dance with the demand of each VNF. Therefore, the above-
mentioned biochemical reaction equations are defined for
each VNF.

3. Simulation Experiments

In this section, we assess the performance of the NFV sys-
tem based on the method described in Section 2.. The ba-
sic behaviors of the proposed method, such as placement of
VNFs on servers, resource allocation to each VNF, and flow
routing in accordance with SFC requests, have been con-
firmed in [6]. We then confirm that the proposed method
can cope with dynamical changes in the NFV system.

In order to simulate the model with biochemical reactions,
we exploit 7-leaping method [8], which is one of stochastic
simulation algorithms that can capture the inherent stochas-
ticity in many biochemical systems.

3.1 Common Parameter Settings

The initial values of the concentrations of substances VNF
for the VNFs placed on servers are set to 2,000. The initial

values of the concentrations of other chemical substances ex-
cept RSRC are set to 0. Unless otherwise specified, the re-
action rate coefficients of Reaction Equations (1)-(10) are
set as r,; = 0.0003, r,;y = 0.278, 1,2 = 0.1, ry2 = 0.001,
rw = 0.05, rq = 0.01, 7y = 0.003, rry = 0.0001, rq, = 0.03,
Tmg = 0.005, 7p = 0.3, as used in [6]. The value of time step
in 7-leaping method is set to 0.6 [msec|, which is identical to
that in [6].

3.2 Scenario 1: Placement of VINFs Considering

Flow Priorities

3.2.1 Application Scenario

In this scenario, we consider the situation where there are
two kinds of application flows with SFC requests that have
different priorities on the latency requirements. Figure 2
depicts this scenario. In the figure, Web service and video
streaming service are provisioned in edge and cloud comput-
ing environments. In the beginning, a Web server and a video
streaming server are placed in the cloud. The both servers
receive requests from user devices, and send content packets
to the user devices. Flows between the Web server and user
devices require functions of rendering and caching in the net-
work. On the other hand, transcoding and caching functions
are applied to flows between the video streaming server and
the user devices. Consequently, these VNFs are deployed in
the network, that are called as VNF 0 and VNF 1, respec-
tively. Furthermore, the SFC requests of the flows in the
NFV system are {Web server—VNF 0—User device} and
{Streaming server—VNF 1—User device}. These SFCs are
respectively denoted by SFC 0 and SFC 1. We assume that
the flows for the video streaming service have higher prior-
ity in being executed at the edge server to meet the latency
requirements.

As depicted in Figure 2(a), in case of edge server being
not busy, VNF 0 and VNF 1 are deployed on the edge server
to realize contents caching for both services near the user
devices. In Figure 2(b), since the number of user devices in-
creases, the edge server becomes busy and all packets cannot
be processed only at the edge server. Then, as depicted in
Figure 2(c), VNF 0 is migrated to the cloud server, while
VNF 1 remains on the edge server to avoid the degradation
of the quality of both services.

3.2.2 Network Topology and Parameter Settings for

Simulation Experiments

Figure 3 depicts the network topology for simulation ex-
periments of Scenario 1, that consists of two nodes and a
link. Node 0 and node 1 correspond to the edge server and
the cloud server, respectively. VNF}, and VNFy, correspond
to VNF 0 and VNF 1 in Figure 2, respectively. There are
two flows with SFC requests co = {fo} and ¢1 = {f1}, cor-
responding to the flows with SFC 0 and SFC 1. These flows
are denoted by flow 0 and flow 1, respectively.

The simulation time is 2,000 [msec]. VNFy, and VNFy,
are initially deployed on node 0, and their initial concentra-
tions are set to 2,000. The initial concentrations of RSRC
at node 0 and node 1 are set to 500 and 1,000, respectively,
which means that the cloud server has larger and sufficient
resource than the edge server. Table 1 shows the temporal
change in flow rates. In the table, ¢ is defined as simuation
time. For 0 < ¢t £ 1,000, packets of flow 0 and flow 1 ar-
rive at node 0 at 5 packets per time step, corresponding to
8.3 [Kpps]. At t = 1,000, the rates of both flows are increased
to 20 packets per time step, corresponding to 33.3 [Kpps].
Note that for 0 £ ¢ < 1,000, the edge server can process all
incoming packets, and for 1,000 < ¢ < 2,000, the edge server
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Table 1 Scenariol: Temporal change in rate of flows

Rate
Flow | Priority

0=t <1,000 [msec]
8.3 [Kpps]
8.3 [Kpps]

1,000 < ¢ < 2,000 [msec]
33.3 [Kpps|
33.3 [Kpps]

flow 0 low
flow 1| high

cannot process all packets.

To prioritize the execution of VNF 1 at node 0, the rate
coefficient r,; in Reaction Equation (1) is adjusted. We uti-
lize ro; = 0.0003 for the VNFYy,, and r,; = 0.003 for the
VNF}, at node 0, to prioritize flow 1. We also perform simu-
lation experiments with r,; = 0.0003 for VNF}, and VNF},
at node 0 for comparison purposes.

3.2.3 Simulation Results and Discussion

Figure 4 plots the average number of executions of Re-
action Equation (2), that corresponds to the executions of
VNFs to flow packets, as a function of simulation time
step. Figures 4(a) and 4(b) show simulation results with
ru; = 0.0003 and r,; = 0.003 for VNF}, at node 0, respec-
tively. Figure 5 shows the temporal change in the concentra-
tions of RSRC at node 0 and node 1.

For 0 £ t £ 1,000, VNFy, and VNFy, are executed al-
most only at node 0. This is because node 0 has sufficient
resources to execute both VNFs to flow packets. It can be
confirmed from the concentration of RSRC) in Figure 5. For
1,000 < t £ 2,000, VNFy, and VNF}, are executed at node 0
and node 1 in a distributed manner, when using the same
value of ry; for VNFy, and VNFy,. This is because node 0
has insufficient resources to execute both VNFs due to the
increase in flow rates. It can be confirmed from the concen-
tration of RSRC) in Figure 5(a). On the other hand, when
setting r,; in accordance with flow priorities, VNFy, and
VNF}, are executed at node 1 and node 0, respectively. This
behavior realizes that the VNF in video streaming service
with higher priority is preferentially executed at the edge
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server, as depicted in Figure 2.

3.3 Scenario 2: Route changes and VNF migra-

tions on network failures

3.3.1 Application Scenario

In this scenario, we consider the situation where failures
Figure 6 depicts this scenario. In
the figure, two Web services are provisioned in cloud com-
puting environment. The both of Web server 0 and Web
server 1 receive requests from user devices, and send con-
tent packets to the user devices. Flows between the Web
servers and user devices require a function for filtering, mon-
itoring, and blocking HTTP traffic, a function for moni-
toring and controling incoming and outgoing network traf-
fic, a function for rendering and caching in the network,
and a function for translating network addresses. Conse-
quently, four VNFs exist in the network, that are denoted
by VNF 0, VNF 1, VNF 2, and VNF 3. Initially, VNF 0,
VNF 1, VNF 2, and VNF 3 are respectively deployed on
server 0, server 1, server 2, and server 3. VNF 1 is ap-
plied to the flow between Web server 0 and user devices, and
VNF 0, VNF 2, VNF 3 are sequentially applied to the flow
Web server 1 and user devices. The SFC requests of the
two flows are {Web server—VNF1—User device} and {Web
server—VNF0—VNF2—VNF3—User device}, that is called

of network link occur.

4
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SFC 0 and SFC 1.

Figure 6(a) shows the situation where the system is op-
erated normally. In Figure 6(b), a network link between
server 0 and server 2 is disconnected due to network failures.
Then, server 0 forwards flow packets via server 1 to continue
the service. Additionally, VNF 2 is migrated to server 1 to re-
duce the number of hops. In Figure 6(c), the number of user
devices increases and server 1 becomes busy, that means all
packets cannot be processed only at server 1. Then, VNF 1
and VNF 2 are executed at server 1 and server 2 in a dis-
tributed manner.

3.3.2 Network Topology and Parameter Settings for

Simulation Experiments

Figure 7 depicts the network topology for Scenario 2, that
consists of four nodes and five links. Node 0, node 1, node 2,
and node 3 correspond to server 0, server 1, server 2, and
server 3 in Figure 6, respectively. VNFy,, VNFy,, VNFy,, and
VNFy, correspond to VNF 0, VNF 1, VNF 2, and VNF 3,
and are initially deployed on node 0, node 1, node 2, and
node 3, respectively. There are two flows with SFC requests
co = {f1} and c1 = {fo, f2, f3}, corresponding to the flows
with SFC 0 and SFC 1, that are called flow 0 and flow 1,
respectively. When VNFy, is executed to the flow with ¢y,
c1 changes as ca = {f2, f3}. When VNF}, is executed to the
flow with c2, c2 changes as ¢3 = {f3}. The flows with SFC

Table 2 Scenario2: Temporal change in rate of flows

Rate
Flow
0 <t <2,000 [msec] | 2,000 < ¢t < 3,000 [msec]
flow 0 16.6 [Kpps] 50 [Kpps]
flow 1 33.3 [Kpps] 33.3 [Kpps]

requests cz and c3 are called flow 2 and flow 3, respectively.

The simulation time is 3,000 [msec]. The initial concentra-
tions of VNFy,, VNFy,, VNFy,, and VNFy, are set to 2,000.
The initial concentrations of RSRC at all nodes are set to
1,000. Table 2 shows the temporal change in flow rates. In
the table, t is defined as simulation time. For 0 < ¢ < 2,000,
packets of flow 0 arrive at node 1 at 10 packets per time
step, corresponding to 16.6 [Kpps]. Packets of flow 1 ar-
rive at node 0 at 20 packets per time step, corresponding to
33.3 [Kpps]. At ¢ = 2,000, the rate of flow 0 is increased to
30 packets per time step, corresponding to 50 [Kpps]. Note
that for 0 < ¢ < 2,000, node 1 processes all incoming pack-
ets, and for 2,000 < ¢t < 3,000, node 1 cannot process all
packets. In addition, at t = 1,000, a network link between
node 0 and node 2 is disconnected.

When we configure the diffusion of VNFs so that all VNFs
can be diffused to any other nodes, the concentrations of
VNFy, and VNF}, increase at node 0 by executions of Reac-
tion Equation (2) because packets of flow 1 arrive at node 0.
Then, VNFy, and VNFy, are executed at node 0, and we
cannot confirm the behaviors in Scenario 2. Therefore, the
diffusion areas of VNFy, and VNF}, are limited to node 1
and node 2, and the reaction rate coefficient r,,; for VNFy,
and VNFy, of Reaction Equation (5) is set to 0, so that the
route of flow 1 is adequately changed on network failure, and
that VNFy, and VNF}, are executed at node 1 and node 2 in
a distributed manner, when the amount of traffic increases.

3.3.3 Simulation Results and Discussion

Figure 8 plots the average number of executions of Re-
action Equation (2). Figures 8(a), 8(b), 8(c), and 8(d) are
results for VNFy,, VNFy,, VNF}y,, and VNFy,, respectively.
Figure 9 shows the temporal change in the concentrations
of VNFy,, VNFy,, VNFy,, and VNFy,. Figure 10 shows the
temporal change in the concentrations of RSRC at all nodes.

For 0 < ¢ < 1,000, VNF}, is executed at node 1 in Fig-
ure 8(b). It can be confirmed from the concentration of
VNFy, in Figure 9(b). VNFy,, VNF},, and VNF}y, are ex-
ecuted at node 0, node 2, and node 3 in Figures 8(a), 8(c),
and 8(d). For 1,000 < ¢ < 2,000, VNF}, is executed at
node 1. This is because VNF}, is migrated to node 1, where
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Figure 9 Scenario2: Temporal change in the concentration of
VNF

packets of flow 1 arrive after VINFy, is applied. This behav-
ior realizes that server 0 forwards flow packets via server 1
and VNF 2 is migrated to server 1, as depicted in Figure 6.
For 2,000 < t < 3,000, VNFy, and VNF}, are executed at
both of node 1 and node 2 in a distibuted manner. This is
because node 1 has insufficient resources to execute VNFY,
and VNF}y,. It can be confirmed from the concentration of
RSRC; in Figure 10. From the above results, we confirmed
that the behaviors in Scenario 2 can be achieved.

4. Conclusion and Future Work

In this report, we evaluated the performance of the NFV
system based on biochemically-inspired tuple space model,
and presented its implementation design. Specifically, we
explained the tuple space model using biochemical reactions
and how to apply the model to NFV system. We then per-
formed computer simulation experiments assuming two situ-
ations in the NFV system. We confirmed that the proposed
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Figure 10 Scenario2: Temporal change in the concentrations of
RSRC at all nodes

method can cope with dynamical environmental changes in
the NFV system.

For future work, we plan to extend the proposed method
to include more factors of the actual network environment,
such as the effect of the propagation delay and the link band-
width between tuple spaces.. It is also necessary to achieve
discrete resource allocation to VNFs to accommodate the
CPU core-based resource control in the current virtualized
computing environment. Furthermore, it is also important
to implement and evaluate the NFV system based on the
proposed method.
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