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SUMMARY As IoT services become more popular, mobile networks
will have to accommodate a wide variety of devices that have different
requirements such as different bandwidth limitations and latencies. This
paper describes edge distributed mobile network architectures for the IoT
era based on dedicated network technology and multi-access edge comput-
ing technology, which have been discussed in 3GPP and ETSI. Furthermore,
it describes two context-aware control methods that will make mobile net-
works on the network architecturemore efficient, reliable, and real-time: au-
tonomous and distributed mobility management and bandwidth-guaranteed
transmission rate control in a networked control system.
key words: mobile network, internet of things, dedicated network, multi-
access edge computing, context-aware control

1. Introduction

The shape of the fifth generation (5G) of mobile network is
receiving more attention because of the explosive growth of
Internet of Things (IoT) devices and the popularity of high-
performance smartphones and tablets. The requirements
for future mobile networks are as follows [1], [2]: (1) a
thousand-fold increase in traffic capacity and (2) an approx-
imate hundred-fold increase in device connections in com-
parison with what is available currently; (3) a transmission
rate of 10 Gbps during peak periods and 100 to 1000 Mbps
during normal periods; (4) a latency of less than 1msec. A
number of companies have published white papers on 5G
wireless technology [3], and studies of novel mobile net-
work architectures including those of core networks are in
progress at standards bodies such as the 3rd Generation Part-
nership Project (3GPP) and European Telecommunications
Standards Institute (ETSI).

This paper includes the following sections: Section 2
describes technological prospects of mobile network archi-
tectures for accommodating a wide variety of IoT devices
and our concept of context-aware control. Sections 3 and 4
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describe case studies on the context-aware control method
described in Sect. 2. In particular, Sect. 3 describes au-
tonomous and distributed mobility management technol-
ogy that achieves load balancing between network equip-
ment while reducing its delay. Section 4 describes wireless
distributed sensor-actuator network control technology that
improves quality of performance (QoP)/quality of control
(QoC) in control systems. The Sect. 5 is the conclusion.

2. Network Architecture in the IoT Era

In this section, we describe the elemental technologies re-
lated to mobile network architectures that have been dis-
cussed in 3GPP and ETSI for accommodating a wide variety
of IoT devices and prospects for these architectures. Fur-
thermore, we describe our proposed migration scenario of
mobile architecture and concept of context-aware control
method.

2.1 Elemental Technologies Related to Network Architec-
tures for IoT

Three technologies are described below: dedicated network
technology that improve the efficiency and reliability of net-
works, multi-access edge computing (MEC) technology that
enhances the real-time performance of networks, and coop-
erative control technology that increases the affinity between
networks and services. The relation between the three tech-
nologies and IoT architecture is shown in Fig. 1.

Fig. 1 Network architecture in the IoT-era.

Copyright © 2018 The Institute of Electronics, Information and Communication Engineers



2084
IEICE TRANS. COMMUN., VOL.E101–B, NO.10 OCTOBER 2018

2.1.1 Dedicated Network Technology

The characteristics of IoT services are quite different from
those of conventional mobile services, including smart-
phones, in terms of network requirements, communication
intervals of devices, and frequency of movement. The con-
sequent heterogeneity of services in one network poses a risk
of degrading the efficiency and reliability of that network.

As a way of solving this problem, it is thought that sep-
arating and dedicating networks to individual services can
minimize the influences between services and efficiently or-
chestrate services that have different bandwidth limitations,
latency requirements, etc. We will discuss two technologies
in particular: network slicing, which can make separate net-
works for each service, and dedicated core networks (DCNs),
which can select a destination network for a device in accor-
dance with the services in use and their characteristics.

Network Slicing

Network slicing is a technology that creates a logical net-
work (a slice) on the network virtualization infrastructure
for each requirement, such as quality, security, and proto-
col, and allocates slices to individual services [4]. There
have been numerous technological developments that work
in thisway by virtualizing the core network equipment ofmo-
bile networks, such asMobility Management Entity (MME),
Serving Gateway (S-GW), and Packet Data Network Gate-
way (P-GW) with Network Functions Virtualization (NFV)
and by using Software-Defined Networks (SDNs) for control
[5].

Dedicated Core Networks

Dedicated Core Networks (DCN) is a technology for mobile
networks with multiple separated core networks that decides
a route of a device to a destination core network on the
basis of its service type [6]. Concretely speaking, by adding
new information called UE Usage Type to the subscriber
informationmanaged by the Home Subscriber Server (HSS),
it becomes possible to route User Equipment (UE) to a core
network corresponding to the UE Usage Type. Another
advantage of DCN is that it has less impact on the existing
3GPP specifications, so that it would be relatively easy to
introduce.

2.1.2 MEC Technology

Real-time services such as driving support, automated driv-
ing, and remote robot control will likely be widespread in
the IoT era, meaning that faster and lower-latency mobile
networks are needed [7]. For example, 5G networks will re-
quire transmission latencies of less than 1ms in the wireless
segment [8]. One of the challenges to building a lower la-
tency mobile network is the distances of the communication
paths between base stations and the core network equipment.

Fig. 2 Architecture of MEC.

Here, MEC has been discussed as a way to make these paths
shorter.

MEC

MEC achieves lower latencies by deploying computing in-
frastructures that process application data near base stations.
ETSI MEC, an industry specification group (ISC), is cur-
rently carrying out a study that supposes the architecture
depicted in Fig. 2 [7]. This MEC architecture is roughly
classified into a MEC Hosting Infrastructure, which is a vir-
tualization infrastructure, and a MEC Application Platform,
which manages the services on the virtualization infrastruc-
ture. ETSI MEC ISG intends to standardize the MEC Ap-
plication Platform, the virtualization infrastructures, and the
network cooperation mechanism by coordinating with other
organizations such as 3GPP.

2.1.3 Cooperative Control Technology

To provide communications that can be adapted to a wide
variety of IoT services, mobile networksmust be able to com-
prehend services and be flexible. As a means of achieving
this goal, 3GPP has discussed the architecture and process
method called Architecture Enhancements for Service capa-
bility Exposure (AESE).

Service Capability Exposure

AESE formulates the information to be shared and the pro-
cessing procedure for implementation of a cooperative con-
trol between services and networks in a framework called the
Service Capability Exposure Framework [9], [10]. AESE
has more than ten functions: as an example, a function
called the Communication Pattern Parameters Provisioning
Procedure leverages the communication pattern of a device
for optimum network processing by sending it to a service
and registering it as UE Context information of the HSS.
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2.2 New Architectures for the IoT Era

To accommodate huge numbers IoT devices, we propose a
novel mobile network architecture and a migration scenario
that combines dedicated network technology, edge comput-
ing technology, and cooperative technology for the networks
and services mentioned above.

2.2.1 Architectures in the IoT Era

One architecture for accommodating a huge number and a
wide variety of IoT devices is shown in Fig. 1. It uses MEC
technology for distributed deployment of network facilities
including computing functions on the edge of mobile net-
works near base stations. Furthermore, it virtually allocates
network facilities to the areas that need them for each ser-
vice by dedicating networks. By cooperating with services,
it optimizes the processes in the dedicated networks in accor-
dance with the service requirements. These features provide
optimized networks thatmeet a diverse range of requirements
including the real-time limitations of various IoT services,
while at the same time limiting the influences of services on
each other.

2.2.2 Migration Scenario for Architectures

For migration to our mobile network architecture of the IoT
era, it is important to develop it step by step while continuing
existing services. Here, we propose a three-step migration
scenario.

The first step is to make a dedicated network for IoT
devices that is separate from the networks of conventional
mobile services such as for smartphones, as shown in Fig. 3.
This enables network optimization for each service while
limiting influences on other services. This architecture can
be realized with the above-mentioned network slicing and
DCN technology.

The second step is to make a dedicated network for
spot-type real-time services by introducing MEC locally, as
shown in Fig. 4. Networking and computing infrastructures
for services requiring real-time capabilities can be provided
locally, and these services can be separated from existing
ones as in the first step. The reasons why the spot type is
used are as follows: the possibility of mobility in the appli-
cation layer including mobility of the IP layer and computing
is under discussion, and it is easy to introduce spot-type net-
works in a MEC environment that requires no mobility [1].
Moreover, by cooperating with Cloud radio access networks
(C-RANs), the spot can cover a wider area.

The last step is to make efficient networks for real-
time services offered over a wide area through MEC-to-
MEC andMEC-to-cloud cooperation, as shown in Fig. 5. By
developing mobility technology in the second step, real-time
services can be deployed over wide areas, while efficiency
and reliability can be enhanced system-wide by MECs and
clouds sharing network and computing resources.

Fig. 3 First step of migration (separation of networks).

Fig. 4 Second step of migration (introducing MEC locally).

Fig. 5 Third step of migration (MEC and Cloud cooperation).

2.2.3 Trend of Technology toward the IoT Era

In addition to migration of architectures, it will be necessary
to optimize the network processing dynamically on the basis
of the characteristics of each device so that mobile networks
can accommodate massive numbers of various IoT devices.
Here, the distributed functions and increase in management
information (parameters) that will be the result of introduc-
ing DCNs and MEC will make mobile networks more com-
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Fig. 6 Concept of context-aware control.

plicated. We therefore need to adapt complicated network
environments to the numerous real-time services that will be
available in the future. SinceAESE only provides processing
agreements for a portion of the services that can be expected,
more flexible technology is needed for dynamic optimization
of network processing according to AESE specifications.

As shown in Fig. 6, the authors comprehend the various
characteristics (contexts) of communication and mobility of
IoT devices to make more efficient, reliable, and real-time
mobile networks for IoT. We furthermore want to promote
research on context-aware methods that control mobile net-
works adaptively according to their characteristics [11], [12].

In Sects. 3 and 4, we describe two technological case
studies on context-aware control. The technologies aim to
reduce communication delays and improve CoP/QoC, which
will be important in future IoT services.

3. Autonomous and Distributed Mobility Management

We describe an autonomous and distributed mobility con-
trol technology, called context-aware control for MMEs. We
have proposed a network architecture that places MMEs as
logical functions on the mobile network [13]. MMEs au-
tonomously manage UE in a distributed manner, and for this
reason, we call them autonomous distributed MMEs (AD-
MMEs). In this section, we show that the efficiency and
stability of the ADMME-based system can be improved by
taking into consideration of the mobility characteristics of
IoT devices and UE as context information.

3.1 ADMME Selection Based on the Attractor-Selection
Model

An ADMME can run on any node of the core networks. The
role of the mobility management for UE can be delegated
by one ADMME to another ADMME (ADMME switching),

and the selection of the new ADMME is made at the cur-
rent ADMME’s discretion (ADMME selection). ADMME
switching can happen when a UE transmits a tracking area
update (TAU) request, a handover request, or an attach re-
quest to the current ADMME. When the ADMME receives
such a request from the UE, it determines another ADMME
to transfer the role of managing the requesting UE to so as
to reduce the communication delay between the UE and the
new ADMME and to reduce the load concentrated on the
new ADMME. It selects the new ADMME from a set of
candidates that consists of the ADMMEs in all nodes on the
path between the requesting UE and itself. In addition, the
candidate set includes ADMMEs in the S-GW and the P-GW
nearest the UE.

The ADMME selects a new ADMME from the candi-
date set according to a delay history and the load status of
the nodes (as described in the following section). We assume
that the communication delay is estimated upon request from
the UE by using a node that has an ADMME. Each ADMME
periodically collects the load statuses of the nodes in the cur-
rent candidate sets. After selection of the new ADMME, a
current ADMME transmits a delegation message with the
context information of the requesting UE to the new AD-
MME. The new ADMME then sends the response message
for the UE’s request.

For the ADMME selection, we use the attractor se-
lection model, which mathematically describes biological
systems that adapt themselves to unexpected changes in their
surroundings [14]. In this method, an ADMME has a vector
m = (m1,m2, . . . ,mM ) for eachUE that it manages. M is the
cardinality of the candidate set for the corresponding UE. mi

is a state value that corresponds to the adequacy of selecting
ADMME i. The ADMME also has a scalar value α, called
activity, for each UE, which expresses the goodness of the
current selection of an ADMME. In the attractor selection
algorithm, m is updated using the following equation, where
f is the derivative of a function that has M attractors and η
is Gaussian noise.

dmi

dt
= α f (m) + η (1)

When α is high, m converges to an attractor state, and when
α is low, it randomly seeks another state. Each ADMME
updates its activity when a request from a UE arrives; it
also uses the activity to update m. The candidate ADMME
with the largest state value is selected as a new ADMME.
The state vector, activity, and delay history are transmitted
to the new ADMME, which then manages this information.
For the hth request, an ADMME calculates its activity as
follows:

α(h) = ραd(h) + (1 − ρ)αl (h) (2)

where ρ is a parameter from 0 to 1 for determining the weight
of αd (h) and αl (h). In the attractor selection, the ADMME
estimates the expected communication delay, denoted by d̂,
from node i to UE via itself. If node i is on the shortest
path between the UE and the ADMME, d̂ is the sum of two
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one-way delays: from the UE to the ADMME and from the
ADMME to node i. Otherwise, d̂i = 0. Delay information
during the past W steps is stored as a delay history. For this,
each ADMME periodically sends probe packets to nodes
in its candidate set. This is done while collecting the load
statuses of the nodes in the current candidate sets. Note that
in the candidate set, node i is closer to the corresponding UE
as d̂i becomes larger. αd (h) is the activity based on d̂ and
is calculated as

αd (h) =

*.......
,

W∑
k=1

d̂cm(h − k)
k

max
1≤i≤M

W∑
k=1

d̂i (h − k)
k

+///////
-

ε

(3)

where d̂cm is the delay of the current ADMME and ε is a
parameter to determine the output level for αd (h). αl (h) is
based on the load status, which is the number of UEs that
the corresponding ADMMEmanages, and it is calculated as

αl (h) =
min

1≤i≤M
li (h)

lcm(h)
(4)

where li (h) is the latest load status of node i for the hth
request, and lcm is the load of the current ADMME. Using
the α(h) calculated from αd (h) and αl (h), the ADMME
updates m as follows:

dmi

dt
=

s(α(h))
1 + m2

max − m2
i

− α(h)mi + η (5)

where mmax = max1≤ j≤M
{
m j

}
. s(α) determines the scale

of the state value. We use the same definition of s(α) as in
[14], that is, s(α) = α(h)

(
βα(h)γ + 1√

2

)
. In Eq. (5), when

η = 0 and α(h) = 0, the right-hand side is a function that has
M attractors where only one element of m becomes higher
in value than the other elements.

3.2 ADMME Control from an External Node

The above attractor selection has difficulty dealing with in-
stability near local optima. Connection switching between
UEs and ADMMEs increases the C-Plane load, and han-
dover causes delays. To solve these problems, we propose
an architecture for controlling such systems, where a new
activity function is defined so that a system manager can
stabilize the system.

The activity α in the attractor selection algorithm ex-
presses the goodness of the current state of an ADMME;
therefore, α determines the behavior of the ADMME. To
ensure system stability, it is necessary to allow a network
manager to maximize α. For this, we use a sigmoid function
as a new activity function αnew:

αnew = max
(
α,

1
1 + e−g(α−αth )

)
(6)

where g is a non-negative parameter that determines the de-
cay characteristics of the sigmoid function. The sigmoid
function decays more quickly as g gets bigger. αth is the in-
flection point of the function. Network managers can control
this threshold parameter αth , to make the system stable.

However, it is difficult to determine the best value of
αth beforehand. When αth is comparatively high, frequent
ADMME switching may happen. On the other hand, when
αth is comparatively small, an ADMME may stop with a
worse choice, which degrades system performance. To de-
termine the best αth , we introduce an external node that
manages αth . This control node monitors the performance
of the whole network and gives control inputs to αth in each
ADMME.

3.3 Context-Aware Control for Mobile Users

In our previous work, we found that the best value for αth de-
pends on the frequency of the user’s handover due to its mo-
bility. When users do not move much, our external control
increases delay and degrades load-balancing performance.
On the other hand, when users frequently move, it signif-
icantly reduces the amount of ADMME switching without
losing much performance. Therefore, we should give con-
trol inputs to nodes whose ADMME frequently delegates
the role of managing UE. Otherwise, ADMMEs should be
behave in an autonomous and distributed manner.

Here, we describe an evaluation of our proposal by
using computer simulation. It shows the effectiveness of
context-aware control in comparison with a simple control
in which an external controller gives the same input to all
ADMMEs.

We assume a core network consisting of one P-GW
and four S-GWs. Each S-GW corresponds to one tracking
area (TA), and each TA is made up of 37 hexagonal cells, as
shown in Fig. 7. Each cell has one eNodeB, so the number of
eNodeBs is 148. For the sake of simplicity, delays between
nodes are static, i.e., 2ms between UE and an eNodeB (∆0),
20ms between an eNodeB and an S-GW (∆1), and 3 ms
between an S-GW and a P-GW (∆2). The ADMMEs in each
eNodeB, S-GW, and P-GW number 1, 5, and 5, respectively.
In ourmethod, one S-GWand one P-GWare always included
in the ADMME candidate. Since the number of S-GW
and P-GW is fewer than that of eNodeB, the load tends
to concentrate on these nodes. Therefore, the number of
these ADMMEs is set to be larger. At the beginning of
the simulation, 100 UEs are deployed in each cell, and they
connect to an ADMME on the nearest S-G W; that is, each
ADMME on a S-GW has 740UEs. The TAU timer of every
UE is set to 30min.

First, we simulated two scenarios; each UE moves to
one neighboring cell every 100 min or all UEs do not move.
When the UEmoves, one of the neighboring cells is selected
with equal probability. For the parameters of the attractor
selection in Eq. (3) and Eq. (5), we use the same values used
in [15], such as β = 10, γ = 10, ε = 2. The other parameters
are as follows: W=5, g=30, and ρ=0.2 or 0.8.
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Fig. 7 Network model.

Figure 8 shows the average delay and Jain’s fairness
index when we give the same magnitude of input. As for
the average delay, we measure the average round-trip delay
time between all UEs and their corresponding ADMME.
Jain’s fairness index (FI) is used to evaluate how well our
load-balancing mechanism works. FI is defined as follows:

FI =
(Le + LS + LP)2

3(L2
e + L2

S
+ L2

P)

where Le, LS , and LP are the average load statuses of eN-
odeBs, S-GWs, and P-GWs, respectively. In this paper, they
correspond to the average number of UEs that the ADMME
in an eNodeB, an S-GW, or a P-GW manages.

The attractor selection mechanism preferentially seeks
the state that gives the minimum delay when ρ is 0.8 and
seeks the state that achieves a balanced load when ρ is 0.2.
Therefore, we will focus on the result with ρ=0.8 when
evaluating the delay and focus on the result with ρ=0.2 when
evaluating the fairness index.

As the control force increases (i.e., αth decreases), AD-
MME selection tends to stop, which increases the delay as
shown in Fig. 8(a), except for the casewhereUEs do notmove
and ρ=0.8. This is because in that case, the autonomous AD-
MME selection mechanism gets stuck in local optima with
large αth. Figure 8(b) shows that fairness index decrease or
does not change much as the control force increases when
ρ=0.2. As well as the case in Fig. 8(a), a smaller αth tends
to make ADMME selection stop, which decreases the fair-
ness index. As the control force increases, the amount of
ADMME switching decreases in Fig. 8(c). These results in-
dicate that a stronger control input (a smaller αth) should be
given to nodes in which ADMME switching occurs more
frequently. On the other hand, a weaker control input is
needed when UEs do not move frequently.

Next, we consider mobility scenarios in which half of
the UEs move with a sojourn time of 100min and the other
half do not move. These mobile UE moves within a 2-

Fig. 8 Basic performance of ADMME control.

hop distance away from the gray-colored cell in Fig. 7. We
consider two scenarios, one in which the same magnitude of
the control force is provided to all ADMMEs and another
in which comparatively strong control force (αth = 0.5) is
provided to the ADMMEs on the eNodeBs in the gray cells,
on all S-GWs, and on all P-GWs, and all the other ADMMEs
receive comparatively weak control force (αth = 0.8).

Figure 9 shows result where the label “original” means
the former scenario and “context-aware” means the latter
one. This result show that the latter scenario performs better
or nearly as good as the original one, while it can reduce the
number of ADMME switching drastically. Therefore, our
context (mobility)-aware control can improve the efficiency
and stability of the system.

4. Wireless Distributed Sensor-Actuator Networks

This section describes distributed control systems inwireless
networks that include huge numbers of sensors and actuators.
Networked control systems (NCSs), which require real-time
communication, are based on MEC control architecture. In
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Fig. 9 Context-aware control.

addition, co-design of the network and control systems im-
proves both QoS in communication networks and QoP/QoC
in control systems. As a co-design approach, we propose
a transmission rate control for a wireless distributed control
system. Simulation results confirm the effectiveness of this
technique.

4.1 Distributed Control Systems

An NCS is comprised of a controller, communication net-
works, sensors, and actuators, as shown in Fig. 10. In
Fig. 10(a), the sensors and actuators are distributed in var-
ious systems and are connected to the controller through
wireless and/or wired networks. For example, networked in-
dustrial robots in factories, generators/loads in power grids,
and electric vehicles (EVs) in intelligent transport systems
(ITSs) can be considered to be distributed sensor-actuator

Fig. 10 Distributed control over networks.

networks. As shown in Fig. 10(b), the command signal is
input to the controller, and the response signal is sent from
the sensor to the controller through the networks. The con-
troller calculates the control input signal from the command
and response signals, and it sends control input signals to
the actuator through the networks. An NCS such as this can
collect sensor data from different environments and control
actuators in an integrated manner.

Various NCSs have been studied since the 1980s [16].
Gupta et al. [17] categorized NCS research into technolo-
gies that focus on “control of networks”, such as routing
and congestion control on the network side, and those that
exert “control over networks”, such as packet-delay and
packet-loss compensation on the control side. Zhang et
al. [18] presented network-induced constraints that should
be considered when designing NCSs. These constraints are
packet delays, packet losses, packet disorder, time-varying
packet transmission/sampling intervals, competition of mul-
tiple nodes accessing network, data quantization, clock syn-
chronization among local and remote nodes, network se-
curity, and network safety. In particular, packet delays in
communication networks greatly affect the stability and per-
formance of the NCSs, andmany packet-delay compensation
techniques have been studied in the field of control engineer-
ing.

4.2 MEC-Based Real-Time Control Architecture

NCSs using wireless communication have begun to attract
attention as more and more IoT devices, i.e., sensors and
actuators, are deployed [19], [20]. The issues of wireless
NCSs regard QoS, coverage, mobility, and security. Packet
delays may degrade the stability and performance of net-
works. As shown in Fig. 11, it is difficult to maintain system
stability by using a cloud-based control with an over 100-ms
round-trip delay between the controller and sensor/actuator.



2090
IEICE TRANS. COMMUN., VOL.E101–B, NO.10 OCTOBER 2018

Fig. 11 Cloud, edge/fog, and mist computing for NCS applications.

On the other hand, edge/fog-based control using an MEC
server reduces the round-trip delay and is suitable for real-
time applications. Moreover, the recently suggested mist
computing on the user side can improve the performance of
NCSs. The Tactile Internet [21] is a next-generation net-
work concept proposed by ITU-T, which achieves a 1-ms
end-to-end latency. The applications of the Tactile Inter-
net include robotics, telepresence, virtual reality, augmented
reality, healthcare, road traffic, and smart grids.

There is a trade-off between delay and locality. The
coverages of the MEC server and end-point computer are
subject to the limitation of radio wave range. This means
that we have to allocate controllers to various computing re-
sources appropriately in accordance with the required QoS
and coverage area. To apply edge/fog computing to mo-
bile sensors and actuators, we have to develop a handover
technique for computing resources. Security issues such as
countermeasures against cyberattacks have to be resolved
before wireless NCSs can be of practical use.

4.3 Co-Design of Network and Control Systems

Co-design of network and control systems is necessary be-
cause the NCS is an integrated system for control of net-
works and control over networks. Wang et al. [22] pro-
posed co-design of computer, communication, and control
systems using a shared network. The sampling period of
the NCSs affects control performance [23]. In digital con-
trols, a smaller sampling period typically improves control
performance. However, in an NCS using a shared network,
an excessively small sampling period may degrade control
performance, because the numerous signals generated may
cause network congestion leading to large delays and packet
losses. Priority scheduling based on error signals is one way
to improve control performance [24]. Below, we describe a
transmission rate control scheme for an NCS using a shared
wireless network to improve control performance.

Fig. 12 A networked motor control system using a shared wireless chan-
nel and transmission rate control.

4.4 Bandwidth-Guaranteed Transmission Rate Control

As a co-design approach, which is a network control tech-
nique taking control performance into account, we propose
a transmission rate control for an NCS using a shared wire-
less channel. The networked motor control system shown in
Fig. 12 will be used as an illustrative case. The networked
motor control can be directly applied to motion control sys-
tems such as teleoperation systems, robots, drones, and auto-
mobiles. The system is composed of an MEC server, shared
wireless channel, and distributed motors. The MEC server
has motor control and transmission-rate control functions.

The centralized feedback controller implemented in the
MEC server controls the positions of the distributed motors.
Eachmotor has a position sensor that sends position response
signals to the controller. Predetermined position command
signals are input to the controller, and the controller cal-
culates the control input signals based on a proportional-
integral-derivative (PID)-based control algorithm.

In a conventional proration-based transmission rate
control, the upstream and downstream bandwidths of the
shared wireless channel are equally allocated to each dis-
tributed motor by the transmission rate controller in the
MEC server. The bandwidths allocated to eachmotor are de-
creased excessively, which means that the transmission rates
decrease as well, when a large number of motors are simulta-
neously connected to the MEC server. Therefore, no motors
cannot be controlled even if most of connected motors do not
operate. For example, suppose that in a motor control, the
transmission rates of the control input and response signals
are both 1000 packets/s, which means that the control period
is 1ms. Suppose as well that the capacity of the shared
wireless channel for the upstream or downstream direction
is 1000 packets/s, and 100 motors are simultaneously con-
nected to the MEC server. If proration-based transmission
rate control is applied to the system, signals can be exchanged
at a rate of at most 10 packets/s. This low rate may degrade
control performance and destabilize the control system.

Here, we propose a bandwidth-guaranteed transmission
rate control for an NCS using a shared wireless channel. We
assume the NCS shown in Fig. 12. As shown in Fig. 13,
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each motor sends a request message including its operation
time and requested transmission rate to the transmission rate

Fig. 13 Bandwidth-guaranteed transmission rate control.

Fig. 14 Simulation results.

controller in the MEC server before starting its operation.
The transmission rate controller adjusts the operation sched-
ule of the motors so that the number of operating motors
does not exceed an upper limit. The scheduling is on a
first-come-first-served basis. The upper limit is calculated
using the transmission rate requested by each motor. After
the scheduling, the transmission rate controller sends a grant
message including start/stop time and upstream/downstream
transmission rate. At the designated start time, the central-
ized feedback controller in the MEC server starts sending
the control input signals to the motors, and the motors start
sending the response signals to the centralized feedback con-
troller, with the transmission rate allowed by the transmission
rate controller. When the operation ends, each motor sends
the end message to the transmission rate controller. Since
the proposed bandwidth-guaranteed transmission rate con-
trol reserves the operation time and transmission rate of the
shared wireless channel for each motor, control performance
is maintained at a constant level.
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4.5 Simulation

We performed simulations to determine the effectiveness
of the proposed technique. In particular, the simulations
compared the proration-based transmission rate control and
bandwidth-guaranteed transmission rate control. The po-
sition control of distributed motors shown in Fig. 12 was
assumed. The channel capacity was set to 1000 packets/s,
and 100 motors were connected to the MEC server. Ten
motors, which formed a motor group, were operated simul-
taneously. Motor groups 1-10, 11-20, 21-30, 31-40, 41-50,
51-60, 61-70, 71-80, 81-90, and 91-100 were operated in
sequence. The position command of each motor was set
to 0.1m in operation. Each operation time was set to 2 s.
When the motor was not operated the position command
was set to 0. A proportional-derivative (PD) controller was
implemented as a centralized feedback controller, and a dis-
turbance observer instead of an integral controller was imple-
mented to achieve robust motion control. The proportional
and derivative gains were set to 900 and 60, respectively.
The cut-off frequency of the disturbance observer was set
to 100 rad/s. The mass and thrust constant of each motor
were set to 0.5 kg and 32.5N/A, respectively. The requested
transmission rate of each motor was set to 100 packets/s in
the proposed bandwidth-guaranteed transmission rate con-
trol. The simulations assumed no packet delays or packet
losses in the shared wireless channel.

The simulation results are shown in Fig. 14. The results
of motors belonging to the same group are illustrated on
the same line, since their operations were identical. Ideally,
each position response signal tracks corresponding position
command signal. In the conventional proration-based trans-
mission rate control, the transmission rates of the control
input and response signals were both 10 packets/s, as 100
motors were always connected to the MEC server. In the
results shown in Fig. 14(a), no response signals of the mo-
tors converged to the corresponding command signals. On
the other hand, in the proposed bandwidth-guaranteed trans-
mission rate control, the transmission rates of the control
input and response signals were both 100 packets/s, because
10 motors were operated simultaneously. The operation in-
formation was sent to the MEC server in advance, and the
transmission rate required to maintain control performance
at a constant level was guaranteed. The results in Fig. 14(b)
show that the response signals of the motors converged to
the corresponding command signals.

In practice, packet delays and losses in the shared wire-
less channel, which were not considered in this paper, affect
the performance and stability of the NCS. However, various
methods for compensating the packet delays and losses have
been proposed [16]–[18]. They can be directly applied to the
NCS to improve the performance and stability. This paper
focused on a network-side approach, while the unavoidable
delays and losses generated in the system can be compen-
sated by using the control-side approach.

5. Conclusion

We described novel mobile network architectures and
context-aware controls that will make possible the efficient,
highly reliable, and real-time mobile networks of the IoT era.
We invite readers to study the presented architectures and re-
search context-aware control methods in which applications
and wireless networks cooperate.
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