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ABSTRACT To mitigate the risk of cyberattacks on home IoT devices, we have proposed a method for
detecting anomalous operations by learning the behaviors of users based on the operation sequences of their
home IoT devices and home conditions. While this method requires a sufficient amount of training data,
achieving accurate detection is still possible by utilizing the data of users with similar lifestyles. However,
users are unwilling to share their private information with others. In this study, we propose a platform to
utilize data of similar users without sharing private information. We introduce an agent that learns behaviors
of users to detect anomalous operations in each home and cooperates with other agents. In this framework,
an agent requiring cooperation with other agents sends a question to the other agents, attaching identifiers of
past questions that are similar to the behaviors learned. The receivers decide whether the question is from a
similar agent by using the attached information. If the question is from a similar agent, the agent answers the
question. We evaluate our platform by using behavior datasets collected from real homes. We simulate two
cases: (1) sequences of operations are monitored, and (2) home IoT devices are used alone but sequences
cannot be used for detection. The results show that our framework has a 50.5% higher detection ratio for
case (1) when using the behavioral data of each user. For case (2), our framework has a 13.4%higher detection
ratio when using all the behavioral data of users.

INDEX TERMS Anomaly detection, cooperative systems, Internet of Things, network security, operation
by attackers, secure platform, smart homes.

I. INTRODUCTION
A. MOTIVATION
Consumer electronics such as electric fans and refrigerators
have recently been connected to the Internet; these devices
are called Internet of Things (IoT) devices. Users can operate
these IoT devices by using smartphones and AI speakers via
the Internet. Owing to the usefulness of IoT devices, many
IoT devices have been installed in homes.

Caused by the popularity of home IoT devices, risks of
cyberattacks targeting home IoT devices [2]–[5] and smart
homes [6], [7] have increased. Cyberattacks targeting home
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IoT devices have been previously observed [8], [9]. Currently,
these attacks mainly aim to intrude the IoT devices to con-
struct botnets and abuse the IoT devices as step devices for
DDoS attacks [10], [11]. Nevertheless, these attacks can be
detected by analyzing the behavior of the attacker [12]–[14]
and comparing it to the usual behaviors displayed by the
home occupants [15], [16].

However, these attacks differ from the attacks that target
personal computers and smartphones. This is because home
IoT devices are physically close to users [17]. For exam-
ple, attackers would operate home IoT devices by sending
packets via the intruded IoT devices to change the temper-
ature of an air conditioner or unlock a smart home lock.
These attacks may make users unsafe and could even cause
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physical harm. Furthermore, simultaneous attacks on high-
power IoT devices can suddenly increase energy demands,
which could lead to major power outages [18]. Therefore,
the detection and prevention of these attacks are of paramount
importance.

Tomitigate the risk of attacks on home IoT devices, we pro-
posed a method that could detect attacks that targeted home
IoT devices [19]. This method focused on the daily behaviors
of the users at home. The method learned their behaviors
by studying a sequence of events and the conditions of the
home. The observed sequence of events included events on
the home network such as the operations of the IoT devices
and the entry and exit of the users. The condition of the
home was a combination of recorded sensor values when IoT
devices were being operated; these include the time of day,
temperature, and humidity. When an operation of a home
IoT device differed from the learned behavior, this method
detected the operation as an anomalous operation.

The simulation results indicated that the method achieved
a 95–100% detection ratio of anomalous operations with less
than 20% of misdetections when using a sufficient amount of
training data. Nonetheless, when we did not have a sufficient
amount of training data, the method could not correctly learn
the behaviors of the users. In this case, the method recorded
false negatives of anomalous operations and continued to do
so until a sufficient amount of operations had beenmonitored.

However, anomalous operations still need to be detected
regardless of whether the data amount is sufficient or not.
An intuitive approach is to analyze the data of other users by
collecting the behavioral datasets of many users [20]. This
method uses the privacy information of the users, including
the in-home activities of the users; thus, the privacy of the
user should be held in high regard. Another approach, which
does not rely on the sharing of the behavioral datasets, is to
train each model on each dataset and to construct a general
model by sharing the learned results [21], [22]. However,
this general model constructed via the cooperation between
agents may not match the lifestyle of each user. Therefore,
this approach cannot achieve accurate detection of anomalous
operations.

B. PROBLEM STATEMENT
Owing to the issues mentioned above, a cooperation frame-
work for agents to detect anomalous operations of home IoT
devices that satisfy the following requirements is needed.

1) The framework must not use any information to iden-
tify the individual users. The framework must not
assign any identifiers to the users and agents. In addi-
tion, the agents must not share the personal information
of the users including the historical behavior of the
users and their personal information, such as ages,
genders, and jobs.

2) The agents must avoid cooperating with agents of users
who have different lifestyles, which may cause inaccu-
rate detections of anomalous operations.

C. CONTRIBUTION AND ORGANIZATION
In this study, we propose a cooperation platform to utilize
the data of similar users for anomaly detection of home
IoT devices without sharing private information. In this
platform, each home has an agent that learns and detects
anomalous operations in the home. When an agent cannot
decide whether a current operation is legitimate or anoma-
lous, it sends requests to the other agents via the platform.
Only similar agents reply to the requests with only one-bit
information that is legitimate or anomalous without sharing
personal information. In our platform, an identifier is set to a
request and is used to judge the similarity. When an agent
receives a request that includes behaviors that are similar
to the behaviors learned by the agent, the received agent
stores the ID of the request. When the agent wants to send
a request, it attaches the stored IDs to the request. When an
agent receives the request, the agent answers the request that
includes IDs that have been stored by the agent. By doing so,
the other agents identify the similarity between themselves
and the agent sending the request. That is, in our framework,
agents can cooperate without sharing the identity of the users.
In addition, each agent can choose to answer the request or
not. That is, the agents can choose to cooperate with others
or not to avoid sharing information that the user may be
unwilling to share.

A key idea used in our platform is judging the similarity of
each agent from the past answers without using the identifiers
of the users. Hence, we can apply our platform to other
systems such as shopping recommendation systems.

In summary, our main contributions of this study are as
follows:
• We propose a new method to cooperate with similar
agents without sharing private information including the
identifiers and personal information of the agents and
users.

• We simulate the proposed framework for the detection
of anomalous operations of home IoT devices.

• We also demonstrate that the cooperation between simi-
lar agents by our framework improves the accuracy of
the detection of anomalous operations targeting home
IoT devices [19].

The rest of this article is organized as follows. We dis-
cuss related works, including anomaly detection methods,
an anonymous communication method, and cooperative
learning methods in Section II. The proposed platform, which
does not share private information but utilizes the dataset of
similar users to detect anomalous operations via the coop-
eration of similar users, is described in Section III. Then,
we report the evaluation of our framework and the corre-
sponding results in Section IV. Finally, we conclude and
discuss possible future work in Section V.

II. RELATED WORK
Related work are discussed in this section. We explain
anomaly detection methods of home IoT devices in
section II-A. Then we explain an anonymous communication
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method, which can be used in our framework, in section II-B.
Finally, we explain the methods that train machine learning
models via cooperation and discuss the difference between
our platform and these methods in section II-C.

A. ANOMALY DETECTION METHOD
Ramapatruni et al. proposed a method to detect anomalous
operations by learning user behaviors. This method used Hid-
denMarkovModels (HMM) to learn the normal activities of a
user and collected the information obtained from the sensors
and/or statuses of the home IoT devices as observations.
By using the observations, this method learned the parameters
of the HMM. Then, the trained HMM detected an anomalous
operation when the probability of that operation occurring
was low. They demonstrated the accuracy of this method by
using the dataset collected in a smart home environment. This
method focused on the case of a single user [23]. However,
a smart home may have multiple users.

Therefore, we have proposed a method to detect anoma-
lous operations even in the case of multiple users [19]. This
method detects anomalous operations at the home gateway,
which is connected to all home IoT devices, home IoT sen-
sors, and smartphones. First, the home gateway collects two
kinds of information. One is the condition information of the
operations of home IoT devices, such as the time of day,
room temperature, and humidity from the connected home
sensors. The other information is the presence/absence of the
users in the home from the attaching/detaching information of
their smartphones. The home gateway subsequently classifies
the conditions of the home by constructing a table of sensed
values and stores the sequences of operations of IoT devices
and the leaving/entering of users in each cell of the condition
table. Finally, the home gateway judges whether legitimate or
anomalous operations have occurred by comparing sequences
of current operations with the stored sequences of the current
condition. This method can handle the case with multiple
users by constructing the sequences from the monitored oper-
ations and considering the case with multiple users.

We have also proposed a method to define the condition
of the home for the detection of anomalous operations [24].
In this method, we defined the conditions of the home by
the in-home activities. This method modeled the in-home
activities of the users as a state transition model. We defined
the state of the home as a combination of the state of the
users and the state of the devices. The state of the users was
defined by the multiple thresholds of sensor values, such as
room temperature, noise, and pressures. The state of devices
was defined by the time before or after their operation. This
method calculated the transition probabilities. After the cal-
culation, when an operation occurred, the method estimated
the current condition by using the modeled transition prob-
abilities. By using the estimated current condition, we could
detect anomalous operations.

The above methods accurately detected anomalous opera-
tions when the amount of training data was sufficient. How-
ever, these methods overlooked a large number of anomalous

operations until a sufficient amount of operations was moni-
tored.

Therefore, in this study, we propose an anomaly detection
platform to utilize the behaviors of similar users to achieve
accurate detection, even if there is an insufficient amount of
training data.

B. ANONYMOUS COMMUNICATION
In our platform, agents need to hide their sender information,
such as IP addresses and user identifiers, when they commu-
nicate with other agents. In this study, we used Tor [25] as an
anonymization tool. Tor is a famous anonymous communica-
tion tool. By communicating via the Tor network, agents can
hide their sender IP address information. In the Tor network,
only the IP address information of the sender is hidden but the
data of the sending packets are not encrypted. Our platform
does not need the data file to be encrypted; thus, our platform
uses Tor for the anonymization of communications.

C. COLLABORATIVE LEARNING
There are some kinds of learning methods using multiple
datasets.

One of the cooperative learningmethods generates big data
by collecting data from many clients in one place, such as
a datacenter [20]. In this method, the collected data is used
to train a machine learning model. When a new client that
requires the model joins the service, the client receives the
trainedmodel. A new client receives one of themodels trained
by datasets of similar attributions and trains the model by
using data collected by the clients. This method is vulnerable
to attacks that may target the data center; the collected data
may be leaked if the service on the data center is vulner-
able. An example is when an attacker steals user data on
the Internet cloud through a misconfigured web application
firewall [26].

Privacy-preserving machine learning is an approach used
to train machine learning models hiding private informa-
tion [21]. One of the methods of privacy-preserving machine
learning is to use differential privacy [27]. The differential
privacy preserves the data privacy of users by adding random
noise to the data. By collecting a large amount of the noised
data, we can train a machine learning model to preserve
privacy (the influence of noise can be eliminated statistically).

However, this approach is difficult to apply to the detection
method of anomalous operations on home IoT devices. This
is because the normal behavior of the users depends on their
lifestyle, and accurate private information that can identify
the lifestyles is required to achieve accurate detections.

Federated learning is an approach that trains machine
learningmodels by the cooperation between users [22]. In this
approach, an agent is deployed for each user. Each agent first
trains the model independently by using the data obtained
by itself. Then, agents share the trained models and con-
struct the general model by combining the shared models.
This approach can train the machine learning models without
sharing private information. However, this approach also has
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TABLE 1. Comparison of cooperative methods: The characteristics of various existing cooperative methods and the proposed method.

FIGURE 1. Overview of the proposed platform.

difficulty in handling the lifestyles of each user. The general
model constructed by the cooperation among all agents may
not match the lifestyle of each user. As a result, this approach
cannot achieve accurate detection of anomalous operations.

Table 1 shows the summary of the comparison. As shown
in this table, any existing approaches do not satisfy the
requirements mentioned in Section I-B. Therefore, in this
paper, we propose a new framework that does not need the
sharing of private information, where only agents with simi-
lar data can cooperate.

III. PLATFORM TO UTILIZE SIMILAR DATA OF USERS TO
DETECT ANOMALOUS OPERATIONS WITHOUT SHARING
PRIVATE INFORMATION
Fig. 1 shows an overview of our platform. In our platform,
an agent is deployed for users in a home to learn the behaviors
of the users and detect anomalous operations. When an agent
cannot decide whether a current operation is legitimate or
anomalous, it sends requests to the other agents via the plat-
form to cooperate with them and decidewhether the operation
is legitimate or anomalous.

Each agent receiving the request first checks whether the
request is sent from a similar user. Here, ‘‘similar’’ means that
the user and the receiver of the request have the same behav-
iors. If the sender has a similar user, the agent checks whether
the behavior of operations included in the request is legitimate
or not based on its learned behavior. Then, the agents vote

based on their decision. By these steps, the platform collects
the votes from similar agents. As a result, the agent that sends
the request decides whether the current operation is legitimate
or not by checking the results of the votes.

Our platform performs the above steps without identifying
any agents. In our platform, the identifiers are set only to the
requests. Thus, the other agents cannot identify the origin of
the request.

The similarities between agents are calculated based on the
IDs of the requests. The sender of a request attaches some IDs
of past requests that the sender regards as legitimate to the
request. Other agents use the attached IDs to identify if the
sender of the request has learned similar behaviors.

A. PROCEDURE OF THE AGENT SENDING REQUEST
Fig. 2 shows the procedure of the requesting agent. When
a home gateway detects an operation of a device, an agent
of the home checks whether the operation is legitimate or
not. If the agent cannot determine whether the operation is
legitimate or not due to a lack of learned data, it sends a
request to the platform. The request includes the information
of the undetermined operation that is used to identify whether
the operation is legitimate or not. The sender randomly selects
and attaches x number of IDs of the past requests that are
identified to be legitimate by the sender agent; the x is a
hyperparameter of attaching IDs. This information is used
to check whether the sender has learned similar behavior to
agents receiving the request. When the hyperparameter x is
set to a certain value, the randomness of the selection is not
significantly affected by the judgment of the similarity. When
sending the request to the platform, the sender can also hide
the information of who sent the request from the platform
by using tools such as Tor [25]. After sending the request,
the sender agent waits for the votes from the other agents.

When the agent receives the votes from the others via our
platform, it calculates the number of votes for ‘‘Legitimate’’.
If the number of votes to ‘‘Legitimate’’ is greater than the pre-
defined threshold T , the agent regards the current operation
as legitimate.

B. PROCEDURE OF AGENTS RECEIVING REQUEST
Fig. 3 shows a flow chart of the agents who receives a request.
When an agent receives a request, the agent first checks the
IDs attached to the received request. The agent then compares
the attached IDs to the ID database that stores IDs of requests
that the receiving agent identifies as legitimate. The similarity
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FIGURE 2. Flow chart of the requesting agent.

FIGURE 3. Flow chart of the agent receiving a request.

between the sender and receiving agent is judged by the
number of matched IDs.

If the number of matched IDs is smaller than a thresholdN ,
the agent does not vote for the request; this is because the
sender has different behaviors. By doing so, we avoid the
degradation of anomaly detection that could be caused by
using data of non-similar users whose behaviors are different.
Fig. 4 shows the procedure of the non-similar agents receiving
a request.

If the number of matched IDs is larger than the thresh-
old N , the agent judges the sender to be similar to itself.

FIGURE 4. Procedure for a non-similar agent receiving a request.

FIGURE 5. Procedure for a similar agent receiving a request.

Subsequently, the agent checks if the behavior included in the
request is legitimate or not by using its learned model. Then,
it votes by returning its decision to the platform. The decision
can either be ‘‘Legitimate’’, ‘‘Anomalous’’, or ‘‘Unknown’’.
‘‘Unknown’’ is a case where the agent does not have a suf-
ficient amount of data to determine whether the behavior
included in the request is legitimate or not.

In our platform, even if the number of matched IDs is larger
than N , the agent can avoid voting if the user does not want
to answer.

When the agent identifies the behavior included in the
request as ‘‘Legitimate’’, the agent stores its ID into its ID
database. The stored ID is used to identify the similarity of a
future request of the agent. As the number of attached IDs
to a request becomes larger, receiving agents can estimate
the similarity more accurately. Fig. 5 shows the procedure of
similar agents receiving a request.
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IV. EVALUATION AND RESULTS
We have defined two requirements in Section I-B; cooper-
ation without sending personal information and cooperation
with only similar agents. The former is achieved by the pro-
posed platform because the platform does not require users to
share their identifiers or their behaviors at home. Therefore,
in this section, we demonstrate that our platform satisfies
the second requirement. For this evaluation, we implemented
and evaluated our platform and compared it to other methods
by simulating on datasets captured in real homes. In addition,
we checked which agents cooperated to show whether agents
cooperated with similar agents.

A. EVALUATION SCENARIO
For this evaluation, we considered the case where a new agent
was deployed at a home. The agent learned the behaviors of
the users for five days; however, it did not have a sufficient
amount of training data. Therefore, the agent cannot detect
anomalous operations accurately without cooperating with
other agents. Nevertheless, there still are agents that have
been deployed at other homes before. These agents have
enough data and can detect anomalous operations accurately.
Therefore, the new agent would like to join our framework
to cooperate with such agents who can detect anomalous
operations accurately, regardless of the different lifestyles
between the users and the user of the new agent.

To cooperate with the other agent, the newcomer agent
needs to store the IDs of the questions similar to the behavior
of the corresponding user. One approach to achieving this is
to send past requests to the newcomer agents. This situation
was evaluated with our method.

By this evaluation, we demonstrate that the cooperation
within our framework improves the accuracy of the detection,
even if the agent does not have sufficient training data yet.

B. EVALUATION ENVIRONMENT
In this subsection, we describe the settings of our evaluation.

1) DATASET
To evaluate our platform, we collected datasets of activities
in two real homes. We recorded the behaviors of the subjects
living in the homes, including the time when home appliances
were being operated, and the time the subjects entered and
left the home. Some home appliances were not connected to
the Internet, and we asked the subjects to record the time.
To record the logs easily, we installed systems that included
buttons, access points, and computers, as shown in Fig. 6.
In this system, when a button was pushed, the button sent
packets to a computer and the computer recorded the name of
the button and the time of day. We put multiple buttons near
each home appliance and named the buttons after the name of
the home appliance. Their names and the action of the users
are shown in Table. 2. We asked the subjects living in the
homes to push the button when they used the corresponding
consumer electronics or when they left or entered the homes.

FIGURE 6. System for recording time logs of using home appliances in
real homes.

TABLE 2. Collected operations and events by our experimental system
deployed in real homes.

The collection of data on the in-home activities of users
in real homes received approval from the Research Ethics
Committee of the Graduate School of Information Science
and Technology, Osaka University.

After collecting the logs, we divided the logs into mul-
tiple parts so that each part included the monthly data of
a home. We collected data for 10 months, from Septem-
ber 2018 to August 2019, for home A. The data were divided
and named A1,A2, . . . ,A10. Data spanning 11 months was
collected in home B, from January 2019 to November 2019,
and was subsequently divided and named B1,B2, . . . ,B11.
For this evaluation, we simulated the case of multiple homes
and some of the users who had have different lifestyles by
considering each of A1 to A10 and B1 to B11 to the data of
each home. That is, 21 homes participated in our framework
in this simulation.

2) ANOMALY DETECTION METHODS APPLIED
TO EACH AGENT
In our platform, agents could cooperate with any anomaly
detection methods. Each agent independently detected
anomalous operations and asked other agents via our platform
if the agent could not identify whether an operation was
legitimate or anomalous.
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For this evaluation, we applied our anomaly detection
method [19] to each agent of our platform. This method
learned the behaviors of the user as a combination of the
condition of the home and the sequences of operations in the
home. When users operated home IoT devices continuously,
this method utilized the sequence information. According
to the results of our previous work, the sequence of the
operations plays a significant role in the identification of
legitimate operations. However, we need a sufficient number
of monitored sequences to train the model on the behavior
of the users and achieve accurate detection. If each agent
does not have a sufficient number of sequences, the agent
alone cannot accurately identify legitimate operations. Thus,
our framework, which enables cooperation between agents,
is required. For this evaluation, we demonstrate that our
platform works well for the agents that use the sequence of
operations.

Though the sequence of operations is very powerful,
we cannot use sequences that contain only a single opera-
tion; that is, the operations on the IoT devices that are used
alone. In such a case, our detection method uses only the
condition information, such as time of day, to identify the
legitimate operations on such devices. The detection based on
the condition information also requires a significant amount
of the monitored operations that are used to train the model
of the behavior of the users. However, the conditions where
each IoT device is used depend on the lifestyles of the users.
It should be noted that the information of the users whose
lifestyles differ may degrade the accuracy of the detection.
In this study, we also demonstrate that our platform works in
such cases.

Therefore, we simulate two cases; (1) the case where the
sequences of operations are monitored, and (2) the case
where the device is used alone and the sequence cannot be
used.
3) METRICS
For this evaluation, we used two metrics: the detection ratio
and the number of misdetected legitimate operations.

We considered the operations by the users included in
the dataset to be legitimate operations. The number of mis-
detected operations was the number of legitimate opera-
tions detected as anomalous. For this evaluation, each home
included a different number of legitimate operations. There-
fore, the effects of one misdetection were different for each
home. To ensure that the evaluation of the effectiveness of
our method for each home was the same, we did not evaluate
using the ratio of misdetections.

The detection ratio was defined by the number of anoma-
lous operations detected as anomalous divided by the number
of all inserted anomalous operations. For this evaluation,
we inserted 100 anomalous operations per day into the test
dataset at random times and calculated the detection ratio.
For this evaluation, each home had a dataset with a different
number of days. Since each home had a different number of
inserted anomalous operations, we compared the detection
accuracy using the ratio of detected anomalous operations.

TABLE 3. Details about proposed platform and comparative methods.

The detection ratio of anomalous operations and the num-
ber of misdetected operations depended on the parame-
ter of the detection methods and our framework. However,
there was a tradeoff; the parameters set to detect more
anomalous operations caused more misdetections. Therefore,
we changed the parameters of the methods and obtained the
ratios of the detected anomalous operations and the number
of misdetected operations.

4) COMPARED METHODS
For this evaluation, we compared our cooperation platform
with two methods; ‘‘Do not cooperate’’ and ‘‘Cooperate with
all’’, as shown in Table. 3. ‘‘Do not cooperate’’ is where
each agent does not use our platform but performs detection
by only using the behavior data of the users monitored by
itself. By comparing the cooperation platform to ‘‘Do not
cooperate’’, we demonstrate the effectiveness of cooperation
with other agents. ‘‘Cooperate with all’’ is where agents
cooperate with all the other agents via our platform. By com-
paring the cooperation platform to ‘‘Cooperate with all’’,
we demonstrate the effectiveness of cooperation with only
similar agents.

5) EVALUATION STEPS
We first selected a newcomer agent. Then we divided the
one-month data corresponding to the selected agent into two
half-month segments. We used the second part as the test
data when the first part was used to train the model, and
vice versa. By doing so, we can use the full data as the test
data. After selecting the newcomer agent and the test data,
we trained the model of the newcomer agent by using the
data for the first five days that were not included in the test
data. The other agents were the agents that cooperated with
the newcomer agent and their models were trained using all
of the data collected when the corresponding home was being
monitored. After the models were trained, we simulated the
preparation of the cooperation by sending past requests to
new agents. For this simulation, we used the data of the
first 14 days as the past requests sent to the agents. Finally,
we simulated our framework again by using the test data of
the newcomer agent.We evaluated all homes equally and only
changed the new agent.

6) PARAMETERS
Our platform has three parameters x, T , and N . We set x to
100, T to 1, 2, 3, . . . , 20, and N to 1, 2, 3, . . . , 100 for our
framework. We set x to 100, T to 1, 2, 3, . . . , 20, and N to 0
for the ‘‘Cooperate with all’’ method.
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FIGURE 7. Detection results of each home. Each agent performed the anomaly detection method using by considering both the condition of the home
and the sequence of operations.
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TABLE 4. Parameter values of the anomaly detection method applied to
agents of each home that learn by combining condition and sequence
information.

TABLE 5. Parameter values of the anomaly detection method applied to
agents of each home that learn only from the condition information.

The anomaly detection method used in this evaluation also
had parameters T , α, n1, nd (d ≥ 2), and home condition.
For this evaluation, we defined the home condition by using
only the time-of-day information. We varied the parameters,
as shown in Table 4 and 5.

C. RESULTS
For this evaluation, we added anomalous operation for the
cooking stoves and evaluated the accuracy of the detection.

Fig. 7 shows the detection results of the proposed plat-
form and the compared methods when we use the sequences
of the operations to detect anomalous operations. In this
figure, the horizontal axis represents the number of misde-
tected legitimate operations and the vertical axis represents
the detection ratio. The figure is a plot of the achievable
detection ratio against the number of misdetected operations
not exceeding the given value on the horizontal axis. These
figures indicate that homes A2, A4, A5, A6, A7, A8, A9, B1,
and B5 has a reduction in the number of false negatives
when using our platform. They achieve higher detection ratios
than the non-cooperation method when the parameters are
set to ensure that the number of misdetections is less than
20. Specifically, home A5 records a significant reduction in
the number of false negatives. The detection ratio of the
proposed method for home A5 is 50.5% higher than the non-
cooperation method when the parameters are set to achieve
less than four misdetections; this is less than onemisdetection
per week. The number of misdetections is greater than 23 for
home A7; this is because one of the half-month data for the
home does not include the operation data of the first five
days. When we ignore the 23 misdetections, the results show
that our platform can reduce the number of false negatives.
In other words, cooperation improves the accuracy of the
detection. This is because the agents cannot learn the behav-
iors of the users sufficiently from the data of the first five
days. Nevertheless, by using our platform, the agents avoid
the case where false negatives of anomalous operations are

FIGURE 8. The heatmap of matched IDs of each agent; percentages of the
ID database on the vertical axis that matched with the ID database of the
user on the horizontal axis.

caused by the lack of training data by cooperatingwith similar
agents.

When we have enough training data in each home, which
is the case for homes A1, A3, A10, B2, B3, B4, and B6, our
framework cannot reduce the number of misdetections. This
is also true when the number of legitimate operations is too
small to cooperate with other agents, such as for homes B7,
B8, B9, B10, and B11. In this case, each agent has only a small
amount of operations and few requests are stored as requests
that are similar to the behavior of the corresponding users.
As a result, the agents cannot cooperate with other agents
via our platform. However, the misdetections in such homes
are not significant because there are only a small number of
operations.

Nevertheless, the detection accuracy of our platform is sim-
ilar to the method that used cooperation between all agents.
This is because the sequences of the operations significantly
aid in the detection of anomalous operations. The method
using the sequences detects anomalous operations unless
the current operations match the sequence of operations,
including the operations of the other devices. For this eval-
uation, we added the anomalous operations on the cooking
stoves, and the added operations were rarely included in the
sequences that matched the legitimate sequence. As a result,
should an agent cooperate with the agents of users who have
different behaviors, such cooperation does not degrade the
detection ratio.

Fig. 8 shows the heatmap of the similarity between the
IDs of the requests stored by each agent. We calculated the
similarity of the stored IDs by the percentages of IDs stored
by the agents in the vertical axis that matched the IDs stored
by the agents in the horizontal axis. For our platform, agents
storing the same IDs in their ID database were defined as
similar agents. From this figure, agents who corresponded
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FIGURE 9. Detection results of each home. Each agent performed the anomaly detection method using the condition of the home.
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to the same real home cooperated in our platform. That is,
our platform achieved cooperation with agents with similar
behaviors.

We also evaluated our framework when the anomaly detec-
tion method was only based on the condition of the home.
Fig. 9 shows the results for each agent, where the anomaly
detectionmethod is solely based on the condition of the home.
We plotted the results in the same way as Fig. 7. These
figures indicate that homes A3, A4, A5, A6, A8, A9, A10, B1,
B2, and B5 achieve a smaller number of false negatives of
anomalous operations than the method that has cooperation
between all agents. When the parameters are set to achieve
a misdetections number less than four, the detection ratio
of the proposed method is 13.4% higher than that of the
method that has cooperation between all agents in home A4.
This is because cooperationwith agents of different behaviors
degrades the accuracy of the detection. By cooperating with
all agents, an agent uses information that does not match the
behavior of the corresponding users. As a result, some attacks
that are different from the behavior of the corresponding users
but match the behavior of other users are not detected. How-
ever, in our framework, agents cooperate with only similar
agents. As a result, our framework avoids the degradation of
the detection accuracy that is caused by using the information
of users whose lifestyles are different.

Similar to Fig. 7, our method cannot reduce the misdetec-
tions for the case where the number of legitimate operations
is too small to cooperate with other agents; such is the case
for homes B7, B8, B9, B10, and B11. However, if an agent has
some legitimate operations and can calculate the similarities
between agents, our framework achieves a smaller number of
misdetections than the method that incorporates cooperation
between all agents.

V. CONCLUSION AND FUTURE WORK
In this study, we proposed a cooperation framework that
utilized the dataset of similar users without sharing their
private information to detect anomalous operations. In this
platform, an agent was deployed at each home. The agent
learned the behavior of the users and detected anomalous
operations based on the learned behaviors. However, if the
agent did not identify whether the current operation was legit-
imate or not, due to a lack of training data, it asked the other
agents by sending a request. The agent informed the property
of the users by attaching the IDs of the past requests that
matched the behavior of the corresponding users. Then agents
who also identified the past requests of the attached IDs as
legitimate replied to it. By doing so, our framework enabled
agents to cooperate with similar agents without sharing their
private information.

We evaluated our framework by using the dataset moni-
tored at real homes. The results indicated that our framework
reduced the number of false negatives of anomalous opera-
tions by cooperating between similar agents.

We applied our framework to the detection of anomalous
operations of home IoT devices. However, our framework can

also be applied to other scenarios where cooperation between
similar users is required; this can serve as future work. For
example, by applying our framework to a system that rec-
ommends products to users, an agent recommends a product
using the information on similar users without sharing their
private information.

In this study, we assumed that all agents behaved correctly.
However, we should consider the case where attackers join
our framework to evaluate its robustness. The defense mech-
anism against such attacks targeting our framework is another
future work.
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