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Abstract

In recent years, there has been expected to understand situations in real space and

to make use of information. In order to understand accurately situations in real space,

it requires exact sensing and highly accurate object recognition. In much research on

object recognition, the machine learning method in 2D image is used. However, it has

problems that 2D image cannot manage 3D information such as overlapping objects. In

terms of the machine learning method in directly 3D, lacks of data due to as blind spot

of the sensor make a loss of accuracy in object recognition. Moreover, there is no way

for applications to determine whether lacks of the 3D data, characteristics of the method,

or the amount of training, when the score is low. Thus, it is essential for understanding

real space to verify confidence of predictions and correcting and augmenting as necessary

by a different method from object recognition. In this thesis, towards understanding sit-

uation in real space, we developed a way to represent recognition including ambiguity,

that is, what the object is and where the object is located in real space. As a different

method from the machine learning, we represent probabilistically real space, focusing on

spatio and temporal knowledge that humans potentially equipped with. Using nuScenes

dataset for autonomous driving, we acquired the spatio knowledge describes that sim-

ilar and related objects are often located close together. In addition, we acquired the

temporal knowledge based on temporal sequence of objects. Moreover, in order to verify

confidence of predictions from the machine learning method and enhance as necessary, we

proposed the method of Bayesian estimation. As a result, in using the spatio knowledge,

we improved accuracy from 75.7% to 80.2% than the machine learning method. In us-

ing spatio-temporal knowledge, we increased confidence of predictions with incorporating

temporal dependency.
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1 Introduction

In recent years, there has been expected to understand situations in real space and to

make use of information. For example, the digital twin [1] is a reproduction of real

space in virtual space by collecting data through sensors and projecting and reproducing

information. Digital twin enables analysis and simulation in urban planning and factory

monitoring and is expected to be realized for Digital Transformation (DX) and/or Industry

4.0. One of the most important tasks in realizing digital twin is to understand situations

in real space [2, 3]. In the case of digital twin of a city, it is necessary to understand

accurately real space situations, such as how the city is organized, where people, cars, and

other objects are located, with approaches on sensing and object recognition.

In the field of sensing and object recognition, many researches are being conducted

to recognize object classes and locations using 2D video images and the machine learn-

ing techniques [4, 5]. However, since the real space is 3D, sensing through video images

lacks depth information and cannot manage 3D information such as overlapping objects.

Therefore, in recent years, object recognition using the machine learning techniques on

3D data is investigated [6, 7]. Although the machine learning techniques on 3D data

captures the depth information to some extend, the 3D data may not be accurate due

to blind spots from the sensor, or color and material. Especially, LIDAR sensors using

near-infrared light are known to appear areas where the reflections cannot be adequately

focused [8]. Specifically, black areas, such as hair and paint, absorb and glass and mirrors

reflect and transmit. In addition, object recognition methods using the machine learning

techniques require a large amount of data for training because computers automatically

learn features [9]. Therefore, inaccuracy of 3D data makes a loss of accuracy in object

recognition.

In general, object recognition methods have predicted an object label and a score value

that used for the prediction along with, referred to as a predicted label and a predicted

score, and some applications treat predicted scores as confidence. However, there is no

way for applications to determine whether lacks of the 3D data, characteristics of the

method, or the amount of training, when the score is low. Improving the accuracy of the

predicted label and score is an important in the machine learning techniques. However,
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Figure 1: Image diagram of digital twin

the essential problem of understanding real space is how to verify confidence of predicted

labels and scores from the machine learning techniques.

In this thesis, towards understanding situation in real space, we developed a way to

represent recognition including ambiguity, that is, what the object is and where the object

is located in real space. Representing recognition with ambiguity means that express how

legitimate or trustworthy they have, rather than predict objects directly. As a different

method from the machine learning, we represent probabilistically real space, focusing on

spatio and temporal knowledge that humans potentially equipped with. Spatio knowledge

is the information based on the spatio location of objects, for example, how often desks and

chairs are used next to each other, or how often beds are not near a kitchen. Temporal

knowledge is the information based on the temporal relationship of objects that exists

in real space though cannot be continuously observed on data due to blind spots from

the sensor. Using the knowledge, with enhancing recognition by verifying confidence and

correcting and augmenting as necessary, we recognize accurately situations in real space.

In order to obtain the knowledge, we extract the above information for objects from a

large amount of data of real space, and statistically determine what kind of correlation.

Furthermore, by treating the correlation as a probability, it is given as prior knowledge
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about objects that may occur in real space. We propose the method for enhancing object

recognition using Bayesian estimation method and demonstrate the effectiveness using

datasets of real space.

This thesis is organized as follows: We organized what we need in understanding real

space information and described knowledge in Section 2. We described the method of

Bayesian estimation using spatio knowledge and evaluate in Section 3. We described the

method of Bayesian estimation using spatio-temporal knowledge and evaluate in Section

4. We present conclusions of this thesis in Section 5.
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2 Understanding Real-space

In order to understand situations in real space, it is necessary sensing real space and

understanding what kind of objects based on acquired data.

2.1 Sensing Real-space

It is important to collect accurate data on real space environment. The data of real space

uses in various applications, such as CAD, Robotics, Behavior analysis and prediction [10].

In architecture, we treat the model of object in real space, such as bridges, houses, and

furniture. In order to measure the object and simulate in computers, we capture the object

as CAD data in 2D or 3D. Incorrect data in CAD makes wrong design and simulation.

Therefore, we use calibration techniques to fuse data to more correctly. In robotics, we

use real space data in moving, grasping, assembling, and so on. In behavior analysis and

prediction, we use data under a variety of conditions. The behavior prediction is that

predicts the location of objects in future frame using the data in previous frames. The

behavior analysis is that analyzes the movement of objects using the data in a range of

frames. We use various sensors to collect data from real space, for example, cameras and

LIDAR. Each sensor has its own strengths and weaknesses.

A camera is a sensor that captures still or video images by light to project real space.

The data is represented on computers as a bitmap image, which stored with its own color

information in each pixel. Because of getting by projecting light, it can perceive real space

in the same way as humans. On the other hand, it has disadvantaged that information

is reduced to two dimensions and cannot sense accurately at night or in bad weather. In

terms of amount of information, there are some types of 3D scanner using cameras [11].

One of 3D scanner is a stereo camera that uses two or more lenses and captures in each.

This allows cameras to capture 3D information because of parallax, means difference in the

apparent position. In addition, a ToF-camera is a camera with light to measure distance

between the camera and the object by time-of-flight. These cameras takes an image with

optical system, cannot take in bad weather.

In capturing 3D data, LIDAR is a sensor that measures distance and a shape of the

target object by laser based on directions and time of reflected. The data is expressed as
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point cloud, which stored with its own coordinates in each point. The similar sensor is

RADAR that uses radio waves to directions and time. RADAR cannot capture non-metal

objects because cannot reflect radio waves. Because of getting by laser or radio waves, it

can perceive real space as 3D and can collect even in bad weather. On the other hand, it

takes higher cost than by cameras.

2.2 Recognizing Objects from Sensor Information

It is important to understand how a city is organized based on acquired data from real

space. Recently, there has been an increase in research on object recognition, that recog-

nize what an object is and where it is, such as people, cars, etc. By recognizing objects, we

can process information, for example, where people congregate and how many cars are in

real space. Many methods in research use the machine learning techniques, especially deep

learning, to perform object recognition. YOLO [12] is the one of the approaches to object

recognition in 2D image. These methods predict the bounding box, means the location

of objects, and the class, means what the object is, and the confidence score, means how

accurate it thinks the box. Recently, many methods are proposed that predicts object

recognition towards to 3D point cloud, such as PointNet [13] and VoxelNet [14]. One

of the problems using deep learning method is black box, means that we do not know

how the method came up with the answers. This problem causes much research Explain-

able AI, means that presents the description we make sense. However, that cannot verify

confidence of predictions, etc.

2.3 Enhancing Object Recognition: Approach

In this thesis, we focus on perception about objects in real space, which humans poten-

tially equipped with, and acquire information as knowledge by statistically determining

correlations between objects. Using this knowledge, we probabilistically recognize in real

space through enhancing predictions by object recognition. For enhancing, we verify con-

fidence of predicted labels and scores and correct and augment, as necessary. We deal

with two types of knowledge: Spatio knowledge and Temporal knowledge.
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Figure 2: Image diagram of spatio knowledge

2.3.1 Spatio Knowledge

As spatio knowledge, we focus on information based on spatio positional relationship

of objects. We detect adjacency of objects by positions within space and statistically

calculate frequencies between object classes.

We construct relationship information about objects that we potentially recognize in

our daily lives such as Figure 2, for example, desks and chairs are frequently used next to

each other, sofas are not located near the kitchen, etc.
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2.3.2 Temporal Knowledge

As temporal knowledge, we focus on information based on temporal sequence of objects.

Object Tracking is a task that predicts locations of the same object through the mul-

tiple scans in a scene and assigns a unique ID to the predictions considered to be the

same. One of approaches for the object tracking is Tracking-by-Detection that predicts

the tracking from the multiple predictions of object detection in a scene. It is based on

information and features between the frames and associate the objects in some scans.

CenterTrack [15] is one of the object tracking approaches that uses an estimate velocity

of centers of objects through multiple frames.

With our approach, given the information on the current frame, we detect presences

of objects and calculate frequency that the object was present at previous time.

12



3 Bayesian Estimation Method using Spatio Knowledge

The aims in this section are, towards predicted labels and scores by existing object recogni-

tion methods, to verify confidence and to correct and augment as necessary, by a different

method from object recognition.

By a different method, we use Bayesian Estimation [16] which infers the predicted

score of a target object by using acquired knowledge. Surrounding circumstances allows

the target to compute prediction under observation, not just information about the target.

Bayesian Estimation is given by

P (x|z) =
G(z|x)× P (x)∑

x′∈X
G(z|x′)× P (x′)

(1)

where P (x) is a predicted score of each class x ∈ X by object recognition, as a prior

probability. By obtaining surrounding circumstances in predictions, treating as a feature

z, we get corresponding probability P (x|z), referred as a posterior probability. G(z|x) is

a conditional probability that z given x is true, referred as a likelihood. In this section,

we focus on the surrounding circumstance as the feature z, especially the object around

the target, and treat the spatio knowledge as the likelihood.

3.1 Spatio Knowledge as Positional Relationship among Objects

In this section, we acquire spatio knowledge, which is used as likelihood in formula 1.

Described in Section 2.3, we treat adjacencies detected by distance between objects as the

knowledge.

We use information about where the object is located. Many datasets for the machine

learning methods use bounding boxes to represent the position of objects. The bounding

box is categorized into Axis-Aligned Bounding Box (AABB) and Oriented Bounding Box

(OBB) [17]. The AABB is a bounding box that is parallel to coordinate axes. It is simple

because it is not rotated but may have wasted space. The OBB is a bounding box that is

not parallel to coordinate axes. It has rotation and can enclose without waste.

As methods of detecting adjacencies between bounding boxes, we use Euclidean dis-

tance between centers of boxes and the distance between boxes. The distance of AABB-to-

AABB is calculated by using the corners and faces because it does not rotate, as illustrated
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Figure 3: Image diagram of calculating distance between bounding boxes

in Figure 3a. In the distance of OBB-to-OBB, there is a way to use the AABB formula

after transforming, as shown in Figure 3b. While this has the advantage of a concise calcu-

lation, it has the disadvantage of not providing accurate information. However, calculating

distance between OBBs requires a lot of computation because of principal component anal-

ysis, that considered in 15 axes in 3D [18]. In this thesis, in terms of acquiring statistical

knowledge, we obtain distance after converting OBB to AABB.
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Table 1: List of main class in nuScenes dataset

Index Class

1 car

2 truck

3 construction vehicle

4 bus

5 trailer

6 barrier

7 motorcycle

8 bicycle

9 pedestrian

10 traffic cone

In the following, we describe the example of spatio knowledge using the dataset for

the machine learning. We use nuScenes [19], a dataset for autonomous driving, acquired

data of real space using images, LIDAR, and RADAR. It consists of 1000 scenes, each

constructed with 40 frames, and is annotated with 3D boxes in each data.

In the dataset, we use 3D information based on LIDAR point cloud. As the annotation

data, it is given 3D OBBs and 10 object classes in Table 1. Using the tools provided in the

dataset, we visualize the actual data, Figure 4a shows LIDAR point cloud from bird’s-eye

view, Figure 4b shows LIDAR point cloud in images, and Figure 4c shows 3D boxes in

images.
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(a) Bird’s-eye view images

(b) Front camera (point cloud)

(c) Front camera (bounding box)

Figure 4: The actual data in nuScenes
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Table 2: Acquired spatio knowledge

target

adjacent
1 2 3 4 5 6 7 8 9 10

1 0.730 0.085 0.004 0.013 0.008 0.057 0.010 0.004 0.057 0.033

2 0.438 0.217 0.012 0.010 0.099 0.100 0.005 0.003 0.047 0.069

3 0.086 0.053 0.214 0.003 0.023 0.350 0.007 0.003 0.062 0.198

4 0.416 0.061 0.005 0.141 0.009 0.113 0.005 0.010 0.165 0.075

5 0.153 0.373 0.019 0.006 0.217 0.105 0.000 0.003 0.075 0.050

6 0.050 0.017 0.013 0.003 0.005 0.789 0.001 0.001 0.037 0.085

7 0.365 0.035 0.010 0.005 0.000 0.025 0.494 0.020 0.040 0.005

8 0.202 0.030 0.008 0.015 0.008 0.053 0.030 0.224 0.379 0.052

9 0.084 0.013 0.004 0.007 0.006 0.062 0.002 0.011 0.784 0.029

10 0.066 0.027 0.017 0.005 0.005 0.192 0.000 0.002 0.039 0.648

Table 2 shows the acquired spatio knowledge using 850 scenes for training data in

nuScenes dataset that obtained in Boston. We make the threshold of adjacent distance

of bounding boxes to 3[m] and detect which object classes are adjacent to the target.

We treat the number of adjacencies between classes divided by the total as an adjacent

probability between each class. In Table 2, the adjacent probability that the target car,

in Column, is adjacent to the class pedestrian, in Row, is 5.7%. The properties of the

adjacency probabilities in Table 2 is;

� High probability of same-class adjacency, 73% for cars, 78% for pedestrians.

� As the adjacent class to the traffic cone, the associated class follows, traffic cone

(65%) and barrier (19%).

� As the adjacent class to the construction vehicle, the associated class follows, barriers

(35%), construction vehicle (21%), and traffic cone (20%).

� Different adjacencies can be obtained even between two-wheeled vehicle: the adja-

cency of motorcycle is motorcycle and car, the adjacency of bicycle is pedestrian and

bicycle.

� There are 0 cases of between trailers and motorcycles.
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Thus, we have the acquired spatial knowledge that extracts features that occur in real

space.
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3.2 Method for Bayesian Estimation

In this section, we propose the method calculating the posterior probability in Bayesian

estimation, which adds spatio knowledge to the prediction from existing object recognition

methods. Since every object has a predicted score, the score of the maximum likelihood

class can be said to be certainty of the object. That is, the object is more likely to be

the class if the predicted score is high, and the object is less likely to be the class if the

predicted score is low. Therefore, we consider Bayesian estimation, which uses not only

spatio knowledge but also the predicted score of the adjacent objects as the likelihood.

We define the likelihood of the formula 1 using information of the set of detected

adjacent objects Z. We focus on the predicted class of one object O ∈ Z as the surrounding

circumstance, defined as z ∈ X. In addition, we use the predicted score of z in the object

O, defined as PO(z), and the adjacent probability g(z|x) that class x is adjacent to z.

Furthermore, compared to directly information of the adjacent object O, we use indirect.

This means that we use the probability that the object is not predicted class, and the

adjacent probability that class x is not adjacent to z. Therefore, we use the likelihood

G(z|x) in Bayesian estimation is

G(z|x) = PO(z)× g(z|x) + (1− PO(z))× (1− g(z|x)). (2)

In the case that there are multiple adjacent objects in Z, Bayesian estimation is repeated

by treating the posterior probability as a new prior probability.

As an example, it considers its use in in the binary classification of car and pedestrian

∈ X. We treat a target object, predicted as a predicted score of car, P(car), is 0.9

and of pedestrian, P(pedestrian), is 0.1. And an adjacent object Z = {O}, predicted

as PO(car) is 0.6 and PO(pedestrian) is 0.4. In addition, as acquired spatio knowledge

for simplicity, the adjacent probability that car is next to car: g(car|car) is 0.7 and the

adjacent that pedestrian is next to car: g(pedestrian|car) is 0.2. In these conditions, as

the corresponding evidence, we treat that the predicted class of the adjacency, z, is car and

of the predicted score PO(z) is 0.6. We calculate a likelihood and a posterior probability

19



of the target in:

G(z|car) = PO(car)× g(car|car) + (1− PO(car))× (1− g(car|car))

= 0.6× 0.7 + (1− 0.6)× (1− 0.7) = 0.54

G(z|pedestrian) = PO(car)× g(car|pedestrian)

+ (1− PO(pedestrian))× (1− g(car|pedestrian))

= 0.6× 0.2 + (1− 0.6)× (1− 0.2) = 0.44

P (car|z) =
G(z|car)× P (car)∑
x′∈X G(z|x′)× P (x′)

=
0.54× 0.9∑

x′∈X G(z|x′)× P (x′)
= 0.917

P (pedestrian|z) =
G(z|pedestrian)× P (pedestrian)∑

x′∈X G(z|x′)× P (x′)

=
0.44× 0.1∑

x′∈X G(z|x′)× P (x′)
= 0.083.

Through adding information of adjacent objects Z, the score of car recalculate from 0.9

to 0.917 and of pedestrian recalculate from 0.1 to 0.083.
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3.3 Example of Applying Bayesian Estimation

An example of applying Bayesian estimation using actual data is shown in this section.

We use the TransFusion model [20] as an object recognition method using a machine

learning. The TransFusion model is a model for object recognition using the deep learning

method and is listed as one of the top accuracy rankings for the Object Detection task on

the nuScenes dataset [21]. The Object Detection task for 3D point cloud is a task that

predicts bounding boxes of objects in space and a predicted score for each object class.

Figure 5 shows an example of predictions from TransFusion. We set the distance of

detecting adjacent objects of the target to 3[m] same as in acquiring spatio knowledge.

The target is a prediction that a predicted class is pedestrian, same as the ground truth,

and a predicted score of the class is 0.3373, shown as a black box in Figure 5a. In addition,

as adjacent objects, 3 pedestrians, which are correct predictions, and 1 car, which is an

incorrect prediction, are detected as show 3 blue boxes and 1 red box in Figure 5a. In

this situation, we calculate a posterior probability using Bayesian estimation. As a result,

shown in Table 3, the probability of pedestrian is increased from 0.3373 to 0.9155 and the

other decreased through adding information of adjacent objects. By Bayesian estimation,

we can verify the confidence of prediction and increase the score of the correct class.

Moreover, it suggests that we make wrong predictions from the machine learning methods

change the maximum likelihood class through adding information of adjacent objects.
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(a) Prediction from TransFusion

(b) Annotaion data in nuScenes

Figure 5: An example of applying Bayesian estimation using spatio knowledge
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Table 3: Prior and posterior probabilities of the target object in the example applying

using spatio knowledge

Class Prior Prob Posterior Prob

car 0.0310 0.0010

truck 0.0030 0.0001

construction vehicle 0.0133 0.0005

bus 0.0080 0.0013

trailer 0.0142 0.0005

barrier 0.2725 0.0058

motorcycle 0.0531 0.0012

bicycle 0.1030 0.0708

pedestrian 0.3373 0.9155

traffic cone 0.1647 0.0034
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Figure 6: Evaluation of Bayesian estimation using spatio knowledge

3.4 Evaluation of Bayesian Estimation Method using Spatio Knowledge

In this section, it is shown the evaluation when applied to validation data of the dataset.

In below, we refer to a predicted class by TransFusion method and a maximum likelihood

class of the posterior probability from Bayesian estimation to a prior class and a posterior

class.

Figure 6 shows the flow of numbers of true-false between a prior class and a posterior

class. The left part in the figure show the results of TransFusion method; 114144 objects

were correctly predicted and 36655 objects were wrong. The other part in the figure

show the number of objects applying Bayesian estimation. Among 114144 objects, there

were 109628 objects that maintained the correct class after applying Bayesian estimation,

and 4516 objects that led to the wrong class. For the 36655 objects where a machine

learning made wrong predictions, the predicted class did not change in 18548 cases, but the

predicted class changed in 18107 cases, of which 11372 could be corrected. Therefore, there

are 121000 predictions that were correctly recognized by Bayesian estimation, indicating

that accuracy is improved from 75.7% to 80.2%. Here, in the 18107 cases where the

predicted class changed, we can say that the prediction by the machine learning was not

appropriate, i.e., we were able to detect False predictions. From this, we were able to do

so with about half of the predictions that were wrong by the machine learning.

In terms of verifying confidence of predictions, for the correct prediction in the machine

learning, we expect that maintain the maximum likelihood class, blue-to-blue in Figure
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Figure 7: Boxplot of predicted score using spatio knowledge

6, and raise the predicted score. Therefore, we examine change in predicted scores before

and after applying Bayesian estimation in 109628 predictions in Figure 6. Figure 7 is a

boxplot shows a correlation between score of a prior class in a horizontal axis and of a

posterior class in a vertical axis. In Figure 7, each box includes the prediction in the

range of predicted scores, each value below the box shows the number of predictions in

the range, and the dashed line represents the position where a prior and a posterior score

are equal. Figure 7 shows that means of the predictions are above the dashed line in all

bands and most of the third quartiles are above.

In the other hand, on the pattern of a predicted class changes, it shows a histogram

about predicted score in Figure 8. In this histogram, bin in a horizontal axis is separated

the predicted score in 0.05 and a vertical axis shows the number of patterns in each bin.

The pattern of a predicted class changes is 11372 cases that a posterior class correct from

being a prior class incorrect and 4516 cases that a posterior class incorrect from being a

prior class correct. Figure 8 shows that the former pattern tends to appear more often in

low predicted scores and the latter tends to appear in high.

As shown above, the method can verify the confidence for many objects. Nevertheless,

there are still many predictions for which Bayesian estimation cannot be used to correct
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Figure 8: Histogram on the pattern of predicted class changes using spatio knowledge

for errors. In addition, shown as Figure 7, in terms of increased confidence, Bayesian

estimation using spatio knowledge has limitations. Therefore, we will try to apply Bayesian

estimation by adding not only spatio knowledge but also temporal knowledge.
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4 Bayesian Estimation Method using Spatio-temporal Knowl-

edge

Compared to Bayesian estimation using spatio knowledge in Section 3.2, we use Bayesian

estimation using both spatial and temporal knowledge in this section.

4.1 Spatio-temporal Knowledge from Streaming Point Cloud

In Section 3.1, we obtained surrounding circumstances within the frame where the target

object exists, but in data with a time axis, there are dependency between frames, such as

continually existing. Therefore, in addition to the adjacency in space, consider Bayesian

estimation in temporal dependence as a likelihood.

We use information based on temporal sequence of objects to acquire temporal knowl-

edge, as described in Section 2.3. In the nuScenes dataset, images and LIDAR and RADAR

point clouds are acquired simultaneously with real space. Therefore, even if an object can-

not be observed on LIDAR, there is information on the location of the object on LIDAR,

because it can be observed on an image or a radar. For this reason, we can track objects

on the point cloud in the corresponding frame even if the points constituting an object

do not exist. Hence, as temporal knowledge, we handle information that exists in the

previous frame and continuously exists in the current frame, and that does not exist in

the previous frame and exists in the current frame, as shown in Figure 9.
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(the object exists)

Acquiring Temporal Knowledge

Previous frame Current frame

Without point
With point

With point
With point

Probability that the object with point at previous frame when with at current 

(the object exists)

Figure 9: An example of acquiring temporal knowledge
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Table 4: Acquired temporal knowledge

Index Prob

car 0.8932

truck 0.9355

construction vehicle 0.9477

bus 0.9562

trailer 0.9530

barrier 0.9218

motorcycle 0.9169

bicycle 0.9077

pedestrian 0.9201

traffic cone 0.8546

Table 4 shows the acquired temporal knowledge using 850 scenes for training data

in nuScenes dataset that obtained in Boston, as well as spatio knowledge. As adjacent

probability in each category, we treat the number of observing objects in the previous

frame divided by the number of objects exists in the frame. Under these conditions, as

a temporal adjacent, it cannot happen that an object present in the frame is a different

class in the previous frame. Therefore, unlike Table 2, we show the adjacent probabilities

only between the same class in Table 4. The properties of adjacent probability in Table

4 is that the adjacent probability is high which indicates that most objects will continue

to remain as long as they do not enter a blind spot. The probability is lower for car and

traffic cone, compared to the other class. Thus, we have acquired temporal knowledge

that extracts features that occur in real space.
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4.2 Modification on the Bayesian Estimation Method

In this section, we propose the method calculating a posterior probability in Bayesian

estimation, which adds temporal knowledge to the result using spatio knowledge. As a

temporal adjacent dependency, we detect the objects that appear to be the same of the

target in the previous frame. As an implementation, we detect objects located within

a radius of 1[m] from coordinates of the target in the previous frame. We use Bayesian

estimation to obtain a posterior score using the maximum likelihood class of detected

object and temporal knowledge as the likelihood. In other words, we use the adjacent

probability which the object class detected in the previous frame and the the probability

for the extra event that the object class not detected, defined as Gp(x). In this Bayesian

estimation, we treat a posterior probability calculated using spatio knowledge as a prior

using spatio-temporal knowledge. Therefore, the method of Bayesian estimation using the

previous frame is

Pp(x|z) =
Gp(x)× P (x|z)∑

x′∈X
Gp(x

′)× P (x′|z)

Gp(x) =


g(x) (exists x class in the previous)

1− g(x) (do not exist x class in the previous)

, where the g(x) is adjacent probability of the class x. We recalculate predicted scores

using the spatio-temporal knowledge through using results using spatio knowledge to a

prior probability.

By incorporating information from the previous frame, we increase confidence in pre-

dicted score incorporating temporal dependency for continuous data. For data that is not

real-time and has some time width, we can treat information from the next frame as well

as the previous. Therefore, for predictions in the current frame, we can calculate Bayesian

estimation using information from before and after the frame in time by detecting objects

that are considered the same. We recalculate predicted scores using information of the

previous and the next frame, through applying a posterior probability using information

of the previous frame to a prior. This means that the method of Bayesian estimation using
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Table 5: Posterior probability of the target object in the example applying using spatio-

temproal knowledge

Class Prior
Posterior

Spatio
Spatio-temporal

(previous frame)

Spatio-temporal

(previous/next frames)

car 0.0310 0.0010 0.0001 0.0000

truck 0.0030 0.0001 0.0000 0.0000

construction vehicle 0.0133 0.0005 0.0000 0.0000

bus 0.0080 0.0013 0.0001 0.0000

trailer 0.0142 0.0005 0.0000 0.0000

barrier 0.2725 0.0058 0.0005 0.0000

motorcycle 0.0531 0.0012 0.0001 0.0000

bicycle 0.1030 0.0708 0.0077 0.0008

pedestrian 0.3373 0.9155 0.9908 0.9990

traffic cone 0.1647 0.0034 0.0006 0.0001

the previous and the next frame is

Ppn(x|z) =
Gn(x)× Pp(x|z)∑

x′∈X
Gn(x′)× Pp(x

′|z)

Gn(x) =


g(x) (exists x class in the next)

1− g(x) (do not exist x class in the next)

Because of this, in addition to calculation of a posterior probability only using spatio

knowledge in Section 3.2, we evaluate the method of Bayesian estimation by comparing

using the previous and both the previous and the next to only machine learning.

We consider adding temporal knowledge to the result of recognition using spatio in

Figure 5. In the previous frame, we find a pedestrian prediction, same as the ground truth,

as Figure 10a. In the next frame, we find a pedestrian and a trailer prediction as Figure

10b. Table 3 shows an example of applying Bayesian estimation using both knowledge.

Using spatio-temporal knowledge, the posterior probability of pedestrian in the target

increases the posterior probability of pedestrian 0.9990 from 0.3373 in the prior than

0.9155 using spatio. Even included the incorrect prediction of trailer in the next frame,

we can increase the posterior probability. Therefore, Table 3 shows that it is helpful to

recalculate predicted scores using spatio and temporal knowledge.
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(a) Prediction in the previous frame

(b) Prediction in the next frame

Figure 10: An example of applying Bayesian estimation using spatio-temproal knowledge
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(a) Using the previous frame

Predict True

Predict False

Change class
→ “Detect False”

130322
Recognize True
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Recognize False

Change 
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Change class 
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Maintain False

Change 
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Machine learning 
prediction

Accuracy:  0.7569
Bayesian estimation recognition

Accuracy:  0.8023

Maintain True

(b) Using the previous and the next

Figure 11: Evaluation of Bayesian estimation using spatio-temporal knowledge

4.3 Evaluation

In this section, it is shown the evaluation when applied to validation data of the dataset.

We set the distance searching objects considered to be the same to 1[m].

Figure 11 shows the flow of numbers of true-false between a prior class and a posterior

class, same as in Figure 6. In using the previous frame, Figure 11a shows that, of the 114144

objects that were correctly predicted by machine learning, there were 110667 objects that

maintained the correct class after applying Bayesian estimation, and 3477 objects that led
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Table 6: Notable difference between using spatio and spatio-temporal

Unchanged False detected Corrected Accuracy

Spatio 109628 18107 11372 80.23%

Spatio-temporal

(previous frame)
110667 20590 16105 84.06%

Spatio-temporal

(previous/next frames)
111211 22556 19111 86.42%

to the wrong class. For the 36655 objects where machine learning made wrong predictions,

the predicted class did not change in 16065 cases, but the predicted class changed in 20590

cases, of which 16105 could be corrected. Therefore, there are 126772 predictions that were

correctly recognized by Bayesian estimation, indicating that accuracy is improved from

75.7% to 84.1%. Similarly, In using the previous and the next frame, Figure 11b shows

that, of the objects correctly predicted by machine learning, there were 111211 objects that

maintained the correct class after applying Bayesian estimation, and 2933 objects that led

to the wrong class. For the predictions machine learning made wrong, the predicted class

did not change in 14099 cases, but the predicted class changed in 22556 cases, of which

19111 could be corrected. Therefore, there are 130322 predictions that were correctly

recognized by Bayesian estimation, indicating that accuracy went from 75.7% to 86.4%.

Table 6 shows the notable difference of the Figure 6 and 11. In comparison with using

spatio knowledge, the number of changing the maximum likelihood class, red-to-green in

Figure 11, means can find out what is wrong prediction, increases from 18107 to 22556.

This leads to that the number that maintain False, red-to-red in Figure 11, decraeses

more. Moreover, using information of the previous and the next frames, we correct 19111

predictions, red-to-blue in Figure 11, than 11372 using spatio knowledge. Additionally, the

number that maintain True, blue-to-blue in Figure 11, increases from 109628 with spatio

knowledge to 111211 with spatio-temporal knowledge of the previous and the next frames.

This means the number that changes the class False from True, blue-to-red in Figure 11,

decreases. We can capture dependencies over time in predictions because of not only using

the previous frame but also the next. From the all, the accuracy, based on 75.69% from
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(a) Using the previous frame

(b) Using the previous and the next frames

Figure 12: Boxplot of predicted score using spatio-temporal knowledge

the method of machine learning, is more increased 86.42% with spatio-temporal knowledge

of the previous and the next frames than 80.23% in spatio knowledge.

Compared to Figure 7, in order to verify confidence of predictions, Figure 12 is boxplot
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shows correlations between scores. In Figure 12a, many predicted objects in all predicted

probability bands are above the dashed line, in other words, it shows that an increase

in confidence can be achieved for correct predictions. In particular, in Figure 12b, a

significant increase occurred in all bands, suggesting that the confidence of the predictions

is increased. In addition, through increasing the number of predictions maintaining True,

the number of the predictions in all bins, number showed below the box, increased.

Compared to Figure 7, on the pattern of predicted class changes, it shows a histogram

about predicted scores in Figure 13. The pattern of predicted class changes is that a

posterior class correct from being a prior class incorrect and that a posterior class incorrect

from being a prior class correct. Same as Figure 7, Figure 13 shows that the former pattern

tends to appear more often in low predicted score and the latter tends to appear in high.

In using spatio-temporal knowledge, the number of the former pattern increases, and the

number of the latter pattern decreases. In terms of verifying confidence of predictions, it

is more useful that use the spatio-temporal knowledge and the information of the previous

and the next frames. because of the better accuracy and the higher posterior score.
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(a) Using the previous frame

(b) Using the previous and the next frames

Figure 13: Histogram on the pattern of predicted class changes using spatio-temporal

knowledge
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5 Conclusion

In this thesis, we proposed a Bayesian estimation method in terms of verifying confidence

of predictions in different methods for object recognition using the machine learning. As

Bayesian estimation method using spatial knowledge, we proposed an example of con-

structing knowledge for use as a likelihood and applying to actual predictions of the

dataset representing real space. Moreover, we evaluated the method using validation data

of the dataset and increased accuracy than the method using machine learning. Further-

more, as using spatio-temporal knowledge, we proposed an example observed an increase

in confidence of the prediction in evaluate.

As a method independent of the machine learning, we confirmed an increase in accuracy

using the method compared to by only machine learning. This means that it is useful to use

the proposed method to predict object recognition regardless of existing machine learning

methods. We suggest that more increasing accuracy from the method of machine learning

can make more reliable predictions through this method.

As possible improvements to the proposed method, although using the previous and

the next frame, we will use the previous and the second previous or more previous as

temporal dependency. It would also be possible to use information not considered in this

thesis as a surrounding situation or to apply in different situations.
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