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SUMMARY
A WDM (Wavelength Division Multiplexing) technology is a new

optical technology, providing multiple wavelengths at the rate of 10 Gbps
on the fiber. IP (Internet Protocol) over WDM networks where IP packets
are directly carried on the WDM network is expected to offer an infrastruc-
ture for the next generation Internet. For IP over WDM networks, a WDM
protection mechanism is expected to provide a highly reliable network (i.e.,
robustness against the link/node failures). However, conventional IP also
provides a reliability mechanism by its routing function. In this paper, we
first formulate an optimization problem for designing IP over WDM net-
works with protection functionalities of WDM networks, by which we can
obtain IP over WDM networks with high reliability. Our formulation re-
sults in a mixed integer linear problem (MILP). However, it is known that
MILP can be solved only for a small number of variables, in our case, nodes
and/or wavelengths. We therefore propose two heuristic algorithms,min-
hop-first and largest-traffic-first approaches in order to assign the wave-
length for backup lightpath. Our results show that the min–hop–first ap-
proach takes fewer wavelengths to construct the reliable network, that is,
all of lightpaths can be protected using the WDM protection mechanism.
However, our largest-traffic-first approach is also a good choice in the sense
that the approach can be saved the traffic volume increased at the IP router
by the link failure.
key words: Photonic Network, IP over WDM, Optimization Problem, Pro-
tection Method, Survivability

1. Introduction

The popularity of the Internet and advancements of multi-
media communication technologies have led to an exponen-
tial growth of the Internet traffic. WDM (Wavelength Divi-
sion Multiplexing) is a new optical technology that provides
multiple wavelengths with the order of 10 Gbps. By uti-
lizing the WDM technology for transporting the IP traffic,
we have a much low–cost solution to meet those traffic de-
mands.

In building IP over WDM networks, we have several
alternatives, depending on whether we utilize the capabil-
ities of WDM networks or not. Those include capabili-
ties of routing, congestion control, and reliability. A cur-
rently available IP over WDM only uses the WDM tech-
nology on the fiber link. That is, each wavelength on the
fiber is treated as a physical link between the conventional
IP routers, and therefore multiple links of wavelengths are
offered between IP routers by the WDM technology. The
conventional multiple–link handling technique of IP can be
utilized in this case. This approach does not use the above–
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mentioned capabilities of the WDM network, but by intro-
ducing the WDM technology, the link capacity is certainly
increased by the number of wavelengths multiplexed on the
fiber. Of course, it is insufficient to resolve the network bot-
tleneck against an explosion of traffic demands since it only
results in that the bottleneck is shifted to an electronic router.

To alleviate the bottleneck at the router, an introduc-
tion of optical switches has actively been discussed. One
possible realization is that a logical topology is constituted
by wavelengths on the physical WDM network (see [1] and
references therein). Here, the physical network means an ac-
tual network consisting of the optical nodes and the optical–
fiber links connecting nodes. Each node has optical switches
directly connecting an input wavelength to an output wave-
length, by which no electronic processing at packet level,
namely electronic routing, is necessary at the node. Then,
the wavelength path can be set up directly between two
nodes via one or more optical switches (i.e., cross–connect
switches). Hereafter, we will call the wavelength path di-
rectly connecting two nodes as alightpath.

If lightpaths are placed between every two nodes, then
no electronic routing is necessary within the network. How-
ever, too many wavelengths are necessary to establish such
a network [2]. Multi–fiber networks may give a full-meshed
network, but in a multi–fiber environment, we have a trade-
off relationship between the number of wavelengths per
fiber and the number of fibers per link [3]; The former is
limited by the hardware and the latter is limited by cost (in-
cluding the maintenance cost). In this paper, we therefore
focus on the approach based on the logical topology (multi–
hop approach) without explicitly modeling the multi-fiber
link, by which we have both the lower number of wave-
lengths and lower number of fibers per link. The logical
topology consisting of the lightpaths is first established by
using the available wavelengths as much as possible. If the
direct lightpath cannot be set up between two nodes, two or
more lightpaths are used for packets to reach the destination.

For packet forwarding, we need the routing capabil-
ity at nodes. One possible node architecture is shown in
Figure 1. Packets on the lightpath terminating at the node
are processed by the electronic IP router and then forwarded
to other nodes using some lightpath. We should note here
that the other structure of optical nodes can also be consid-
ered, but the above–mentioned node architecture is prefer-
able since there is no need to modify the IP routing mecha-
nism.

As mentioned above, the WDM network itself has a
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Fig. 1 WDM node architecture

potential to offer several network functionalities such as the
routing protocol, congestion control mechanism, and relia-
bility mechanism. Perhaps, a most appropriate scenario for
the next–generation IP over WDM networks is that we limit-
edly use network control functionalities of WDM networks
for IP over WDM networks to be successfully deployed. We
believe that the first choice of the network control mech-
anism offered by WDM networks is its reliability mecha-
nism. Of course, IP itself has such a functionality; the link
and/or node failures can be avoided in determining the route.
However, an exchange interval of the routing metrics is slow
(e.g., every 30 sec). On the other hand, route alternation of
WDM networks can be established within a few tens of mil-
liseconds after the failure occurs. By combining those two
mechanisms appropriately, we can expect more reliable net-
works than the current Internet.

There are two protection mechanisms in WDM protec-
tion [4]. The one is a dedicated protection method where a
backup lightpath is dedicated to its corresponding primary
lightpath, which is so called a “1+1” or “1:1” protection
scheme. The other is a shared protection scheme where
several primary lightpaths use the same wavelength as a
backup lightpath. In the dedicated protection scheme, pro-
tection against simultaneous failures can be achieved, but
the larger number of wavelengths is apparently necessary
than that of the shared protection scheme. Furthermore, in
the IP over WDM network, IP routing protocol also has its
own reliability and survivability mechanism. Therefore, it
must be sufficient that the WDM layer offers a protection
mechanism against a single failure (i.e., the shared protec-
tion scheme), and the protection against the multiple fail-
ure is left to the IP layer. Furthermore, it may not be nec-
essary to protect all the lightpaths by the WDM layer if it
cannot lead to cost–saving even when we apply the shared
protection scheme. As an extreme case, we may consider
that all the wavelengths are used for establishing the pri-
mary lightpaths, and no protection is utilized by expecting
that the failure seldom takes place. It certainly provides high
performance networks (with less reliability). In this paper,
we also discuss the interaction between IP layer’s reliability

and WDM layer’s survivability, in the situation that a part of
lightpaths are protected by the WDM protection mechanism
and the rest are restored through IP layer’s routing function.

As mentioned before, we only consider the case of the
single fiber on all links. From a viewpoint of fiber protec-
tion, it becomes a worst case scenario for a functional par-
titioning scheme. It is because in the case of multiple-fiber,
we can utilize some wavelengths on the other fibers of the
same link in the case of fiber–cut, while we cannot in our
scenario. However, our main objective of this paper is func-
tional partitioning the reliability mechanism between IP and
WDM layers. By simply assuming the single–fiber link, we
discuss on the best usage of wavelengths. Which is better to
use the wavelengths on the link, WDM protection (by offer-
ing a sufficient number of backup lightpaths) or IP routing
(by using wavelengths for primary lightpaths and by expect-
ing the IP rerouting for reliability).

This paper is organized as follows. In Section 2, we
apply protection mechanisms of the WDM network in order
to build IP over WDM networks with high reliability. Based
on our results, we will also discuss the multi–layer surviv-
ability for IP over WDM networks in Section 3. Finally we
present some concluding remarks in Section 4.

2. Reliable IP over WDM Networks using WDM Pro-
tection Mechanisms

2.1 Problem Formulation

In this paper, we consider the link protection mechanism,
which gives a survivability against the fiber failure that is
typically caused by a fiber cutoff. For this purpose, the
shared link protection mechanism is considered for improv-
ing wavelength utilization under the assumption that the
WDM network is highly reliable and the failure seldom oc-
curs. Our objective is therefore to minimize the number of
utilized wavelengths on the link. Our formulation in this
subsection is based on [4].

We will use the following notations.

i, j: originating and terminating nodes for a logical link.
We will simply call the logical link between nodes i
and j as lightpath ij.

m, n: end nodes of a physical link. We will call the phys-
ical link connecting nodes m and n as physical link
mn.

We first summarize notations characterizing the physi-
cal WDM network.

N : the number of nodes on a physical (and logical) net-
work

W : the number of wavelengths on a fiber

Pmn: a physical topology defined by a set of {Pmn}. If
there exists a fiber connecting nodes m and n, then
Pmn = 1, otherwise Pmn = 0.
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The followings are notations for representing the logi-
cal network.

Vij : the number of lightpaths placed between nodes i and j

Rk
ij: the route of the lightpath from node i to node j utiliz-

ing wavelength k. It consists of a set of physical links;
(i, m1), (m1, m2), . . ., (mp, j).

Ak
ij : the route of backup lightpath for the corresponding

primary lightpath from node i to node j utilizing wave-
length k. It consists of a set of physical links; (i, n1),
(n1, n2), . . ., (nq, j).

ck
ij : if the primary lightpath utilizes wavelength k on its

way from originating node i and terminating node j,
then ck

ij = 1, otherwise 0. ck
ij can be determined from

Rk
ij .

ok
mn: if the primary lightpath utilizes wavelength k on the

physical link mn, then ok
mn = 1, otherwise 0. ok

mn is
also determined from Rk

ij.

ϕmn: the maximum number of backup lightpaths going
through physical link mn. It is determined from Ak

ij .

We also introduce the following variables in order to
formulate our optimization problem.

wmn: the number of primary lightpaths placed on the
physical link between directly connected two
nodes m and n.

bmn: the number of backup lightpaths placed on the
physical link mn.

mw
mn: if the backup lightpath utilizes wavelength w on

the physical link mn, then mw
mn = 1, otherwise

0.

gmn,w
ij,pq,k: if the lightpath originating at node i and termi-

nating at node j utilizes wavelength k for the pri-
mary lightpath on the physical link pq, and also
utilizes wavelength w between nodes m and n as
a backup lightpath, then it is equal to 1, otherwise
0.

Using notations above, we now formulate the wavelength
assignment problem for backup lightpaths as an optimiza-
tion problem.

Objective function

Minimize the number of used wavelengths, i.e.,

min
∑

m,n

(wmn + bmn) (1)

Constraints

(1) The number of primary lightpaths placed on physical
link mn equals to the sum of the number of primary
lightpaths utilizing wavelength w on that physical link,
i.e.,

wmn =
∑

w∈W

ow
mn. (2)

(2) Similarly, the number of backup lightpaths placed on
the physical link mn equals to the sum of wavelengths
used on that link for the backup lightpaths, i.e.,

bmn =
∑

w∈W

mw
mn. (3)

(3) Either one primary lightpath or one backup lightpath
utilizes wavelength k on the physical link mn if there
exists a fiber.

ok
mn + mk

mn ≤ Pmn. (4)

(4) The lightpath utilizing wavelength k between node i and
node j must be protected by a backup lightpath when
physical link pq ∈ Rk

ij fails.

ck
ij =

∑

w∈W

∑

it∈Ak
ij

git,w
ij,pq,k (5)

Note that it is unnecessarily to use different wave-
length between primary lightpath and the corresponding
backup lightpath.

(5) The lightpath utilizing wavelength k between node i and
node j must use the same wavelength w on all the links
of the backup lightpath (i.e., the wavelength–continuity
constraint should hold).

gnt,w
ij,pq,k = gtm,w

ij,pq,k ∀pq ∈ Rk
ij , ∀nt, tm ∈ Ak

ij (6)

(6) For each fiber failure scenario, a lightpath utilizing
wavelength k between node i and node j must use the
same wavelength w on physical link mn ∈ Ak

ij for
backup lightpath.

gmn,w
ij,p1q1,k = gmn,w

ij,p2q2,k ∀p1q1, p2q2 ∈ Rk
ij . (7)

As the equation indicates, we assume that we allow to
use the different wavelength for the backup path against
the failure of the corresponding primary path.

(7) When the failure occurs at physical link pq, at most one
backup lightpath should utilize wavelength w on physi-
cal link mn, if the corresponding primary lightpath tra-
verses the failure link pq.

∑

ij

∑

k∈W :ck
ij>0∧pq∈Rk

ij∧mn∈Ak
ij

gmn,w
ij,pq,k ≤ 1 (8)
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(8) The number of backup lightpaths utilizing wavelength k
on the physical link mn must be bounded.

ϕmn mk
mn ≥

∑

w∈W

∑

(i,j):(ck
ij

>0,mn∈Ak
ij

)

∑

pq∈Rk
ij

gmn,k
ij,pq,w (9)

We note here that we do not distinguish two primary light-
paths having link disjoint routes in our formulation. How-
ever, in IP over WDM networks, the paths having different
ways are viewed by the IP layer as having different delays.
Hence, IP selects only the path providing the lowest delay,
and it is not effective to consider link disjoint routes. This is
the reason why we do not distinguish two primary lightpaths
explicitly.

2.2 Proposed Heuristic Approaches

In the previous subsection, we have formulated wavelength
assignment problems for backup lightpaths using the shared
link protection mechanism. Our formulation results in a
mixed integer linear problem (MILP), and a standard pack-
age such as CPLEX [5] can provide the solution. However,
it is known that MILP can be solved only for a small number
of variables. In our case, the number of variables increases
exponentially as the number of nodes and/or the number of
wavelengths becomes large. We therefore need to introduce
a heuristic approach to be applicable to the large scaled net-
work.

Our basic idea is as follows. In the case of the shared
link protection, several primary lightpaths are allowed to
share the single wavelength as the backup lightpath. How-
ever, sharing of the backup lightpath is possible only when
the corresponding primary lightpaths are fiber–disjoint. If
the hop–count of the primary lightpath is small, the pos-
sibility of conflicting with another lightpath is decreased.
Here, we note that the hop–count of the lightpath refers to
the number of physical links that the lightpath traverses. For
the purpose of more sharing while avoiding conflicts among
lightpaths with large hop–counts, we choose the backup
lightpath in an ascending order of hop–counts, which will
be referred to as a min-hop-first approach. It is expected that
by assigning the wavelengths sequentially from the small-
est hop–count lightpath, the number of wavelengths not as-
signed tends to be increased. After the lightpaths with short
hop–counts are assigned as the backup lightpaths, the light-
paths with large hop–counts can utilize wavelengths not yet
assigned, since many wavelengths tend to still remain un-
used for those paths.

We introduce some notations for explaining our min-
hop-first algorithm.

hk
ij : the hop count of the primary lightpath that utilizes the

wavelength k for node pair i and j.

Ak
ij : a set of physical links used for the backup lightpath

for primary lightpath ij utilizing wavelength k.

Bk
ij : a set of links that have not been checked whether

lightpath can be placed between nodes i and j uti-
lizing wavelength k or not. Initially, it is set to Ak

ij .

Using those notations, we now describe our min-hop-
first approach.

Step 1: Choose the lightpath with the smallest value of
hk

ij .

Step 2: For each wavelength p (p = 1, 2, · · · , W ), check
whether the backup lightpaths utilize wavelength
p on its way from originating node i to the ter-
minating node j or not. More precisely, do the
following steps.

Step 2.1: For each physical link connecting two nodes
m and n (i.e., link mn ∈ Bp

ij ), do the fol-
lowings.

Step 2.1.1: If wavelength p on the physical link is
not utilized by any of other lightpaths,
then delete link mn from Bp

ij and go to
Step 3. If wavelength p is already used
by another lightpath, go to Step 2.1.2.

Step 2.1.2: If wavelength p on the physical
link mn is already used by primary
lightpath, then the backup lightpath
cannot be placed using wavelength p.
Thus, go back to Step 2 to exam-
ine the next wavelength. If wave-
length p is already used by another
backup lightpath, then check whether
these lightpaths can be shared or not.
Sharing is accepted if corresponding
primary lightpaths are fiber–disjoint,
which means that any of two corre-
sponding primary lightpaths has no
common link. If the lightpath can share
with each other, then delete the link
mn from Bp

ij and go to Step 3. Oth-
erwise, the backup lightpath cannot be
placed using wavelength p, and there-
fore go back to Step 2.

Step 3 If Bp
ij = φ, then assign wavelength p to the link

mn ∈ Ap
ij , and go back to Step 1. Otherwise, go

back to Step 2.1 to examine the next link.

We also consider the largest-traffic-first approach,
where the lightpath is selected in a descending order of the
traffic load on the lightpaths, while its description is omitted
due to space limitation. In the following numerical subsec-
tions, we also consider the random approach, in which the
lightpath is selected randomly, for comparison purpose.

2.3 Numerical Examples

2.3.1 Optimization Results

We first investigate the usefulness of the IP over WDM net-
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works with high reliability. CPLEX 6.5 is used to solve the
optimization problem described in Subsection 2.1. Since it
is hard to solve the large–scaled network, we use a eight–
node network shown in Figure 2.

We also applied our heuristic algorithms described in
Subsection 2.2 to examine its optimality. For this purpose,
we need a logical topology to apply our heuristic algorithms.
We use the MLDA algorithm, which is a heuristic algorithm
proposed in [6, 7]. The MLDA algorithm works as follows.
First, it places the lightpath between nodes if there exists
a fiber. Then, attempts to place lightpaths between nodes in
the order of descending traffic rate are made. Finally, if there
still exist non–utilized wavelengths, lightpaths are placed as
much as possible utilizing those wavelengths. However, the
direct application of the MLDA algorithm is not appropriate
since the MLDA algorithm does not consider the protection.
We modify the MLDA algorithm in the following points.

(1) While the MLDA algorithm places lightpaths even if the
lightpath has already been placed, we do not set up mul-
tiple wavelengths between two nodes so that remain-
ing wavelength are left as a possible use for the backup
lightpaths.

(2) While the MLDA algorithm places lightpaths randomly
if there exist unused wavelengths at the final step of the
algorithm, we do not assign non–utilized wavelengths
due to the same reason above.

The min-hop-first and random approaches do not require
the traffic matrix since it is not considered in the algorithm,
but the largest-traffic-first approach needs it. Traffic matrix
given in [6] is used for the reference purpose. Furthermore,
the number of wavelengths used for primary lightpath, that
is, wavelength used by MLDA algorithm is set to five. The
results of the optimization problem and our heuristic algo-
rithms are compared in Table 1, where we consider the re-
quired number of wavelengths to protect all the lightpaths.
From the table, we can observe that good results are ob-
tained by our heuristic algorithms.
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Fig. 2 Physical topology of eight-node network

Table 1 The required number of wavelengths to protect all lightpaths

MILP min-hop-first largest-traffic-first
10 10 11

2.3.2 Results by Heuristic Approach

We next consider 14–node NSFNET backbone network as a
network model. Traffic matrix given in [6] is used for ref-
erence purpose. Since MLDA algorithm places lightpath on
physical topology, we must identify where the IP packets
go through. We modified the Dijkstra’s shortest path al-
gorithms to consider the nodal processing delays. We as-
sume that the nodal delays are derived from a M/M/1 queu-
ing model and the offered traffic rates are assumed to be∑

s λsd.
Figure 4 compares three approaches in terms of the re-

quired number of wavelengths to protect all the lightpaths.
The horizontal axis shows the number of wavelengths used
for primary lightpaths. For example, if the primary light-
paths are established by utilizing 10 wavelengths to estab-
lish the logical topology, the additional number of wave-
lengths to be able to protect all lightpaths is six when ap-
plying the min-hop-first approach. From Figure 4, we can
observe that the min-hop-first approach requires a smallest
number of wavelengths among three approaches.
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Fig. 3 NSFNET network model

3. Multi-layer Survivability for IP over WDM Net-
works

In the previous section, we show the required number of
wavelengths to protect all of primary lightpaths. We now
discuss on the interaction between IP layer’s reliability and
WDM layer’s survivability. Since the IP layer has its own
reliability mechanism, it is not necessary to protect all the
lightpaths by the WDM layer if it can lead to cost–saving.

3.1 Consideration on Multi–layer Survivability

It is ideal that the WDM network could protect all the light-
paths so that the traffic on the primary lightpath can be
switched to the backup lightpath in the order of ten millisec-
onds. However, we need to consider the tradeoff relation-
ship between the processing capability of IP routers and a



6
IEICE TRANS. FUNDAMENTALS, VOL.E82–??, NO.1 JANUARY 1999

0

5

10

15

20

25

30

0 2 4 6 8 10 12 14

re
qu

ire
d 

# 
of

 w
av

el
en

gt
hs

# of primary wavelengths

largest-traffic
min-hop
random

Fig. 4 The number of required wavelengths to completely protect the
primary lightpaths

limitation on the number of wavelengths. Setting up more
backup lightpaths can protect more lightpaths. However, be-
cause of the limitation on the number of wavelengths, the
number of primary lightpaths should be limited in order to
increase the number of backup lightpaths. The smaller num-
ber of primary lightpaths results in that the traffic load at the
IP router is increased, and that bottleneck caused by the IP
router cannot be resolved. On the contrary, we can expect
that more traffic can be carried by primary lightpaths if the
wavelengths used for the primary lightpaths is increased, but
in that case, the advantage of protection mechanisms of the
WDM network cannot be enjoyed.

There is another problem. While a WDM protection
mechanism switches to the backup lightpath in order of
ten milliseconds, IP router may change the route to better
one after IP routing table is updated. Suppose that after
the failure occurs, the lightpath ij utilizing wavelength k
is switched to the backup lightpath, which results in the in-
creasing of propagation delay by its nature. After IP updates
its routing table (typically in the order of 10 sec after), the IP
router may find route (which may consist of two ore more
concatenated lightpaths) shorter than the backup lightpath
prepared by the WDM protection mechanism.

The main cause of the above–mentioned problem is
that we did not consider the above case in the design method
of the WDM protection mechanism described in the pre-
vious section. To utilize more wavelengths effectively, we
change our heuristic algorithm as follows. A main idea is
that we simply give up preparing backup lightpath if that
backup lightpath is eventually not used by IP.

(1) In Step. 1, after selecting a lightpath hk
ij , set {S}, ele-

ments of which are node pairs utilizing lightpath hk
ij .

(2) Calculate the increased delay θ under the assumption
that the backup lightpath is placed.

(3) For every node pair sd in {S}, calculate the delay of pri-
mary lightpath dsd and that of the second shortest path
da

sd. Then, check whether the sum of dsd and θ exceeds

the delay of the second shortest path da
sd or not. If it

is true, check the next lightpath hk′
i′j′ without protecting

the current lightpath hk
ij .

It is difficult to identify how many wavelengths should
be assigned for primary and backup lightpaths, since it de-
pends on the requirement of the network capacity provided
by the primary lightpaths and the network survivability by
the protection mechanism of the WDM network. We there-
fore provide numerical examples in the following subsection
to investigate a compromise between the above two objec-
tives.

3.2 Numerical Examples and Discussions

In this subsection, we investigate the effect of IP/WDM
interactions using the NSFNET backbone network model,
which has 14 nodes and 20 links as having been shown in
Figure 3 of Subsection 2.2

In Figure 5, we first show the number of protected
lightpaths dependent on the total number of available wave-
lengths on the fiber. In obtaining the figure, we use the
MLDA algorithm [6, 7] to determine the logical topology.
The number of wavelengths used for primary lightpaths is
eight, and the wavelengths for the backup lightpaths are in-
creased. In the figure, three cases of approaches (min-hop-
first, largest-traffic-first, and random approaches) are com-
pared. By the modified MLDA algorithm, 73 primary light-
paths are established. Then, those lightpaths are completely
protected in all of three cases if we have additional seven
wavelengths as shown in the figure. We note that even if the
number of additional wavelengths for the backup lightpaths
is set to be 0, the number of protected lightpaths is not 0 but
10. It is because we modify the MLDA algorithm such that
wavelengths not assigned by the algorithm remains unused
for the later use in protection. From the figure, we can ob-
serve that the min-hop-first approach can protect more light-
paths than largest-traffic-first and random approaches.
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Fig. 5 The number of protected lightpaths

We next set the number of wavelengths to be fixed, and
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then change the number of wavelengths used for establish-
ing primary lightpaths. Figure 6 shows such a case by set-
ting the number of wavelengths on the fiber to be 16. The
horizontal axis shows the number of wavelengths used for
backup lightpaths, and the vertical axis does the numbers
of the lightpaths protected by WDM protection mechanisms
of three approaches. From the figures, we can observe that
the number of protected lightpaths is first increased as the
number of backup wavelengths is increased, and then de-
creased. The reason is that when the number of wavelengths
reserved for the backup lightpaths is small, more lightpaths
can be protected by the increasing number of wavelengths
for the backup lightpaths. However, too many wavelengths
dedicated to backup lightpaths inhibits generation of the pri-
mary lightpaths. Then, the number of wavelengths unused
is increased. Among three, the min-hop-first approach can
attain the best result.
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Fig. 6 Number of protected lightpaths.

The traffic volume increased at the IP router when
the failure occurred is another important measure to eval-
uate the protection mechanism of the WDM network. In
obtaining the following set of figures, we fix the number
of wavelengths to be 16, and then, change the number of
wavelengths used for primary lightpaths. For each number
of wavelengths for primary lightpaths, we measure the in-
creased traffic load at the IP router after the single–failure
of the fiber. By examining all cases of the single–failures of
fibers, we choose the maximum value at nodes. The results
are presented in Figures 7 through 9 by changing the num-
ber of wavelengths used for primary lightpaths as 10, 12 and
14. In each of the figures, the horizontal axis shows the node
number, and the vertical axis does the increased traffic rate
in terms of the packet rate [Mpps]. Here, packet length is
assumed to be 1,000 bits, and the processing capability of
IP router is set to 40 Mpps. From Figures 7 through 9, we
can see that the maximum traffic rate at the IP router is grad-
ually increased as expected. That is, the traffic rate at the IP
router is increased as the number of backup lightpaths be-
comes small. In the min-hop-first approach, the traffic load
becomes larger than that of the largest-traffic-first approach.

That is, the largest-traffic-first approach becomes preferable
in the IP over WDM network if the IP router is a primary
cause of the bottleneck within the network.
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Fig. 7 Maximum traffic load at the IP router after the failure: The num-
ber of wavelengths used for primary lightpaths is 10

�

�

�

�

�

�

�

�� �� �� �� �� �� �� �	 �
 �� ��� ��� ��� ���

�
����

�������

�
��������
����

Fig. 8 Maximum traffic load at the IP router after the failure: the number
of wavelengths used for primary lightpaths is 12
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Fig. 9 Maximum traffic load at the IP router after the failure: the number
of wavelengths used for primary lightpaths is 14

To see the differences more clearly, we next examine
the approaches in terms of traffic volume. Figure 10 com-
pares the traffic rate protected by the backup lightpaths. As
the number of wavelengths used for the primary lightpaths
is increased, the traffic protected by the backup lightpaths
gets large. Then, it is decreased since the wavelengths used
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for the backup lightpaths are limited. On the contrary, the
traffic restored by the IP routing protocol is increased as the
number of wavelengths used for the primary lightpaths gets
large. The total volume of traffic that is not protected by the
backup lightpaths is shown in Figure 11. When the number
of wavelengths on the fiber is below nine, the traffic can be
perfectly protected in this case. However, when it exceeds
nine, the volume of the traffic not protected is increased sud-
denly. Of course, it can be restored by IP routing after the
routing table is updated, which will be shown in the next set
of figures. Before showing those figures, we compare three
approaches. From Figures 10 and 11, it can be observed
that the largest-traffic-first approach can protect more traffic
than the min-hop-first approach since it prepare the backup
lightpaths according to the traffic volume.

Last, we present the traffic volume protected by the
WDM protection method after the IP routing table is up-
dated in Figure 12. Here, we plot the figure in the situation
that all of routing tables at every node are updated. The dif-
ference from Figure 10 is due to alternation of several IP
routes. IP does not select several backup lightpaths as its
routes. While we take into account this fact as described
in Subsection 3.1, it is not perfect. It is our future research
topic that we build the set of perfect backup lightpaths such
that IP chooses those lightpaths as its own routes. The last
figure (Figure 13) shows the complement to Figure 12; i.e.,
it presents the traffic that is not supported by the WDM pro-
tection and is routed by IP.

From the above figures, it is clear that by our pro-
posed method, the required number of the wavelengths as-
signed for primary/backup lightpaths can be estimated for
good compromise between high performance by establish-
ing WDM logical topology and high reliability by protecting
a large part of primary lightpaths. Among three approaches
that we have considered, the min-hop-first approach has bet-
ter performance in order to make network reliable, but the
largest-traffic-first approach is also a good choice when con-
sidering the traffic load at the IP router.
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Fig. 10 Total volume of the traffic protected by backup lightpaths before
IP routing table update
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Fig. 11 Total volume of the traffic not protected by backup lightpaths
before IP routing table update
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Fig. 12 Total volume of the traffic protected by backup lightpaths after
IP routing table update
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Fig. 13 Total volume of the traffic not protected by backup lightpaths
after IP routing table update

We also applied our heuristic algorithms to Japan back-
born network of NTT, which consisting of 49 nodes and 200
links. For the traffic matrix, we use the publicly available
traffic data provided by NTT [8]. We also observed that our
largest-traffic-first approach can protect more traffic than the
other algorithms, as NSFNET model, but these figures are
omitted due to space limitation.
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4. Concluding Remarks

In this paper, we have investigated the multi–layer surviv-
ability in IP over WDM networks. In Section 2, we have
considered the reliability mechanism in the IP over WDM
network. By assuming the single–failure within the net-
work, we have formulated the shared link protection mecha-
nism as an optimization problem. It is formulated as MILP,
and computationally intensive as the network size grows.
Accordingly, we have proposed the heuristic approaches
and compared those with the solution obtained by MILP.
Through numerical examples, we have compared the re-
quired number of wavelengths for the reliable network. We
have next considered the functional partitioning of IP rout-
ing and WDM protection for reliable networks in Section 3.
Based on our heuristic algorithm, we have also discussed the
effect of interaction between IP and WDM layers. The re-
sults have shown that the largest-traffic-first approach is best
if our primary concern is traffic load at the IP router after the
failure.

Our heuristic approaches for the reliable networks do
not explicitly formulate the minimization of the required
number of wavelengths to construct the logical topology.
While in the current paper, we have used the MLDA algo-
rithm, more effective one is necessary. We have found that
in multi–layer survivability, a few node pairs did not use
the backup lightpath prepared by WDM protection of our
algorithms after routing tables are updated. We may need
another solution, but it is also left to be a future research
topic.
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