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SUMMARY  Network dimensioning is an important issue to provide Work dimensioningPat hchar [4], [5] is one of such tools
stable and QoS-rich communication services. A reliable estimation of to measure latency, bandwidth, queueing delays and packet
bandwidths of links between the end-to-end path is a first step towards the|OSS rate for every link between two hosts. The advantage of

network dimensioningPat hchar is one of such tools for the bandwidth hch is that it i deol
estimation for every link between two end hosts. Howepat hchar pat hchar Is that it Is not necessary to deploy new proto-

still has several problems. If unexpectedly large errors are included or if COIS Or any special functions at both of routers and end hosts.
route alternation is present during the measurement, the obtained estimaPat hchar collects RTTs (Round Trip Time) with various

tion is much far from the correct one. We investigate the method to elim- gjzag of packets and estimates the link bandwidth according
inate those errors in estimating the bandwidth. To increase the reliability . -

on the estimation, the confidence interval for the estimated bandwidth is to the relation of RTTs and PaCket sizes.

important. For this purpose, two approaches, parametric and nonparamet- However,pat hchar still has several problems as we

ric approaches, are investigated to add the confidence intervals. Anothemwill explain in detail in Section 2. In shorpat hchar
important issue is the method for controlling the measurement period to needs a large amount of statistics to improve the bandwidth

eliminate the measurement overheads. In this paper, we propose a Meaastimation. which is obtained by throwing the Iarge number
surement method to adaptively control the number of measurement data '

sets. Through experimental results, we show that our statistical approachegf probe packets 'nto.the network. However, it has an Intrin-
can provide the robust estimation regardless of the network conditions. ~ SiC problem that the increased traffic may cause congestion

key words:  bandwidth estimation, Pat hchar, Pchar, M-estimation and an estimated value may be biasegby hchar itself.
method, nonparametric method, confidence interval Instead of pursuing the accuracy of the approach taken by

pat hchar , we take another approach to add a confidence
1. Introduction in the estimation. A recent version pfat hchar, which

is now called apchar, gives a confidence interval for the
Network dimensioning is becoming a more and more im- sjope (by which the bandwidth estimation is derived), but it
portant issue of the day in the Internet. Stable and QoS-richjs insufficient for the user to rely on the obtained results. In
communication services cannot be provided unless the netthijs paper, we investigate the calculation method to deter-
work is properly dimensioned. One typical example can be mine the confidence intervals for the estimated bandwidth.
found in a diff-serv architecture [1] where the bandwidth The control method for measurement time is also proposed
should be adequately prepared for QoS classes. Another exto |imit the unnecessary probes injected into the network.
ample is MPLS [2] and IP-over-WDM networks. In such a The rest of this paper is organized as follows. Section 2
network architecture, the physical path capacity should bepriefly introducespat hchar and point out several prob-
determined a priori. lems that we want to resolve. In Section 3, we propose our
However, in the current Internet, it is difficult to know estimation method of the link bandwidths with confidence
or at least to adequately estimate the traffic demand in ad-intervals. In Section 4, experimental results of our measure-
vance mainly due to the following two reasons. The one ment method are shown. We conclude our paper with future
is that the Internet is growing drastically and therefore it research topics in Section 5.
cannot forecast future demands of user traffic. The other
is owing to the characteristics of the Internet traffic. Adom- 2. A Brief Description on Pat hchar and its Problems
inant of the Internet traffic is TCP-based application having
a capability of adapting to network congestion. It suggests 2.1 A Brief Description orPat hchar
that the network monitoring should be performed not only at
the node and/or link but also in an end-to-end fashion. Ac- In this subsection, we summarize a bandwidth estimation
cordingly, various tools have been developed to measure thanethod taken ipat hchar . For more details, refer to [5].
traffic characteristics on the Internet. See, e.g., [3]. Pat hchar first collects RTTs between source and
An accurate and reliable estimation of the bandwidth destination hosts. To measure RTPat hchar uses one
of links on the end-to-end path is a first step towards net- of the ICMP packet, called &TL exceeded message, which
TThe author is with the Graduate School of Engineering Sci- IS glso useq in racer out e [6]. An IP packet hgs a TTL
ence, Osaka University. (Time To Live) field in the header. It shows the limit of the
t'The author is with the Faculty of Engineering, Osaka City hOP countthat the packet can traverse. Before the router for-
University. wards the packet to the next hop, the value of the TTL field
71 The author is with the Cybermedia Center, Osaka University. is decreased by one. When the TTL value becomes zero,
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Eq.(3) is a linear equation with respect to the packet size
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0 200 400 600 8{)0 1000 1200 1400 1600 Itis just shown in Figure 1 if we look at the minimum RTT
Packet Size (byte) values. By letting the coefficient of the above equation be
0Gn, We have

Fig.1 Distribution of RTT Values vs. Packet Size

n

ﬁn = Z bi (4)
the router discards the packet and returns the ICMP control j=1 "7
packet to the source to inform that the validity of the packet ) .
is expired. This mechanism is necessary in order to avoid aConversely, if we haves, , and 3,, we can obtain the
loop of packet forwarding due to, e.g., some misbehaviors Pandwidth of link; as
of the router. When the packet is sent with the value of the 1
TTL field to ben, the ICMP control packet must be returned bj = ——F—.
fromnth hop router. The RTT value between the source and P = Pn
nth router on the path can then be measured by the sourceyt is a key idea opat hchar .
Pat hchar collects RTTs between the source and every in- As indicated above, a difficulty gbat hchar exists

termediate router by changing the value of the TTL field. i that, the network condition changes frequently in real
The measured RTT value consists of (1) the sum of networks such as the current Internet, and it is not easy to

queueing delaysy;, at routeri (1 < i < n), (2) the sUm  gptain proper minimum RTTs. Thupat hchar needs to

of transmission times to transmit the packet by the interme- ggq many packets with the same size; it is a weak point

diate routers, (3) the sum of forwarding timgghat router: of pat hchar since those waste a large amount of link

processes the packet, and (4) the sum of propagation delaygandwidth to get a minimum RTT. Even after many RTTs

p; oflink j (1 < j < n). Thatis,RTT;, the RTT value for  gre collected, some measurement errors must be contained.

()

given packet sizs, is represented by Pat hchar solves this problem by a linear least square ap-
n proximation.
RTT, =" (bi - ”Cbﬂ>
j=1 > J 2.2 Problems oPat hchar
n n
+ Z(qf? +fi) +2 Zpi’ (1) The approach of the bandwidth estimation taken by
=t 7=l pat hchar is innovative, but it still has several problems
wheres; o p is a size of an ICMP error message dpds @S described below.

the bandwidth of link;.

A typical example for the relation between packet sizes 2.2.1 Reliability on Obtained Estimation
and measured RTTs is shown in Figure 1. The results are ob-
tained by setting the destination to . gul f.or.jp  First, we cannot know whether the estimated bandwidth ob-
from our site. The TTL value was set to 16. It was obtained gjned bypat hchar is reliable or not.Pat hchar uses
on Dec 18, 1999 12:54 JST. The figure shows that the RTThe jinear least square fitting to calculatg, which implies
values were widely spread even for the fixed packet size.inat it assumes errors of minimum RTTs are normally dis-
It is because the queueing delay at the router changes freyripyted [5]. However, we have no means to confirm whether
quently by the network condition. However, itis likely that = grrors follow a normal distribution or not. From this reason,
several packets do not experience the queueing delays at any js necessary to consider another approach that can lead
router by increasing the trials. Such a case actually appear§g pandwidth estimation independently from the error distri-
in the figure as a minimum value of RTTs for each packet pytion. Such an approach is often called as a nonparametric
size. The minimum RTT for given packet sizedenoted by approach. The nonparametric approach is already developed
minRTTs, is thus obtained by in pchar [7], an updated version gfat hchar . While in

n n n pchar , the user can choose the parametric or the nonpara-
minRTT, = 8+ S1oMP S fi+2Y p.(2)  metric method for estimation, it does not offer any criterion

J=1 b; im1 i=1 to decide which approach is better.
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Fig.2 A Sample of Errors Not Following a Normal Distribution Fig.3 A Sample having Two Groups of RTTs

2.2.2 Efficiency of Measurements A second example was obtained by route alternation.

To get the bandwidth estimation, all probes should be re-
The second problem is the efficiency @fat hchar. layed on the same path. pfat hchar detects the route
Pat hchar sends a fixed number of packets, but the amount changes by checking the field of the source IP address in
of collected data must be changed according to the networkthe returned ICMP packet, it simply discards the returned
condition to measure the link bandwidth within a reason- packet. The problem is that it cannot eliminate the case
able level of accuracy. The authors in [5] then propose anwhere the source IP addresses of the returned ICMP pack-
adaptive data collection method to improve the efficiency of ets are same, but the relayed paths are different. Such a
pat hchar . They have shown that the required number of case may happen due to load balancing at routers [8]. In
packets ipat hchar can much be reduced ifat hchar fact, we obtained such a measurement which is presented
is equipped with an ability to send a different number of in Figure 3. It was observed at 8-th link destined for
packets for each link estimation. In their proposal, the num- Www. Kyot oi net . or . j p at Dec 10 12:29,1999 JST. Fig-
ber of transmitted packets is decided by observing whetherure 3 clearly shows that there exist two (or maybe more)
the even-odd range of bandwidth is converged or not. How- paths during the measurement. To remove such an effect,
ever, the range is not based on the reliability on the resultwe need to select the proper subgroup of RTTs for accurate
and the method does not guarantee an accuracytadisti- estimation, which will be explained in Subsection 3.2
cal sense.

3. Accuracy and Reliability Improvements for Band-
2.2.3 Exceptional Errors of RTTs width Estimation

The third problem is that various kinds of errors are As we have discussed in the previous section, we need to
mixedly contained in minimum values of RTT. Nevertheless, Solve several problems for obtaining accurate and reliable
pat hchar assumes that the error of the minimum RTT is bandwidth estimation. For this purpose, we first examine
originated from the measurement noise only, and assume$wo estimation methods; parametric and nonparametric ap-
the normal distribution for measurement errors. Basically, Proaches. The approach to obtain the confidence interval is
pat hchar relies on the fact that the queueing delays at the also described in order to increase the reliability on estima-
intermediate routers can be removed by gathering a numbetion. Those are presented in Subsection 3.1. Our clustering
of measurements since one or more packets must fortunatelynethod to pick up proper RTTs from two or more groups
encounter no queueing delay by increasing the number ofof RTTs is then presented in Subsection 3.2. An adaptive
measurements. If the number of measurements is insuffi-mechanism to control the measurement period is finally pre-
cient, the queueing delay may be involved. However, it may sented in Subsection 3.3. Our experimental results based on
be able to be viewed as a Gaussian noise. those methods are shown in the next section.

The problem is that we encounter the errors which
cannot be explained by the Gaussian noise. One exam-3.1 Accurate and Reliable Slope Estimation Methods
ple is shown in Figure 2, which was obtained at Dec 21
08:39, 1999 JST by setting the destinatiorvasv. t ry- As having been described in the previous section, using
net.or.jp and the TTL value as 13. Several small val- the linear least square fitting methoddat hchar implies
ues were observed during the measurement as shown in Figthat errors follow a normal distribution. Thus, unexpect-
ure 2. We need to introduce some method to remove suchedly large errors (as shown in Figure 2) significantly affect
errors before the bandwidth estimation is performed. Forthe accuracy of the estimated value. To eliminate such a
this purpose, we will apply a weighted least square fitting negative influence, we introduce two estimation methods in-
method as to be explained in Subsection 3.1. stead of the linear least square fitting method. One is an
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T .................................. wherez andg shows the mean af; andyi_

2. Calculate the differench;| between the minimum
RTT and the point on the straight line at the packet

sizex;, i.e.,
|U1:| = |y1 — B — Oé|- (7)
0
¢ 0 ¢ 3. By obtaining the median of differences, the standard

size of an errok is calculated as
Fig.4 The biweight function

s = median{|v;|}. (8)

M-estimation method with a Tukey’s biweight function [9],
which is a sort of the parametric approach. It is robust to
produce results with uniformly high efficiency. Because it
presumes that almost all data is reliable and only some data

wiadj —_ {

4. By using the biweight function, we set a weight ad-
justment factor,* for each difference;

[1 - (;)_75)2]2 if [vs] < cs, ©)

includes unexpectedly large errors, the result is robust even )
0 otherwise

if the large errors are contained as in our case. The otheris a
nonparametric linear least square fitting method which does
not assume any distribution on measurement errors. In what
follows, we will describe two methods in turn.

wherec is a constant value used as an index for mak-
ing the total weight to be zero.

5. Letw; denote the weight of RTTs, which is given by
3.1.1 Me-estimation Method

qujadj
In this subsection, we describe the weighted least square fit- Wi = W (10)
ting method. With this method, the influence of the large =
error can be limited. Note that this method is applicable We then estimate new values of and 3 with the
when the number of large errors is rare but not negligible. weighted least square fitting.
Otherwise, we need to use a nonparametric approach which
is independent of an error distribution. The latter approach S Wiy S Wiy
is presented in the next subsection. o=—" b= (1)
m Dis1 Wi T

The M-estimation method is an extension of a maxi-
mum likelihood estimation method. In the M-estimation 6. Afterk iterationS, we adopi andﬁ as solutions.
method, the weighted least square fitting is iterated to cal-
culate an appropriate weight. There are some variationsThe parametet in Eq. (9) controls a boundary for the errors
in the M-estimation method, and we apply the Tukey’s bi- contained in measured RTT values to be neglected. Through
weight function which is considered to be one of the best our experiments, we found that= 3 and the number of it-
estimation methods [9]. In the Tukey's biweight function, erationsk = 5 are sufficient. Note that slopes of straight
a weight function is chosen as shown in Figure 4. It is ap- lines are always converged in our experimental results when
parent from the figure that the Tukey’'s biweight function we use above parameter values.
is robust against the unexpectedly large errors if those oc- We then calculate a confidence interval with the M-
cur infrequently. Let the number of kinds of the packet size estimation method. We introduce the following assump-
be m. After we collect a minimum value of RTT for each tions;
packet size, we can estimate the slope according to the fol-
lowing procedure. Note that the slope means a coefficient
By for routern (see Eg. (4)). In the following equations,
we omitn for brevity. We labeln kinds of packet size as

e For given packet size, the random variable of the min-
imum RTT,Y follows the normal distribution, whose
mean and variance are given by 3z ando?, respec-

2:(1 £ z; < m) and denote the minimum RTT for the tively.
packet sizer; asy;. e The measurements for each packet size are mutually
independent.

1. The straight line is expressed hy= « + [x, where
x is a packet size anglis an ideal minimum RTT. We  The above assumptions imply that the set of slopes follows
set initial values of a vertical interceptand a slope  the normal distribution with mea# and variance%, which
[ with the least square fitting method; are obtained from
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5
X - 3)(Y; - Y) 12 A Kendall's 7 method [10] is known as one such a
p= Z;”:l(xj —7)2 ’ (12) way of finding the confidence interval in the nonparamet-
ric method. However, it cannot be directly applied to the
o2 current problem since it is necessary to calculate the dif-
2 . .
0= —=m 3 (13) ference of two slopes. Alternatively, we use a Wilcoxon’s
Zj:1(£j - )

method [11], which is based on the difference between me-

whereo is the standard error of the RTTs from the estimated dians of two data seSandT.

line. It can be estimated from the measurement data as . In the current context, we use two sets of slopes ob-
tained from the measurements for links- 1 andn, which

m

o 1 9 are denoted aS andT, respectively. By letting the num-
A, Z(yﬂ' —a = fz;)”. (14) bers of elements o6 and T be |S| and |T, respectively,
i=1 we label elements of two se and T as s(j) and ¢(7)

From Eq. (12), we can calculate the values of the slope for (1 = @ = |T|,1 = j < |S]). The bandwidth estimation
links . — 1 andn as @:-1 and Bn respectively. The vari- and its confidence interval are then obtained as follows.

ances for links, — 1 andn are also estimated @&§_, and 1. Calculate the set of differences) — s(j) (1 < i <

/\2 .
a,, from Eq. (13), respectively. IT|,1 < j < |S|). Let us denote the obtained set of
Once those values are determined, we next calculate the the differences al.

confidence interval as follows. We can estimate the mean
and variance for the difference of slopes as 2. Sort the seU in an ascending order.

Bu=fn—Pn_1,02=062—-562_,. (15) 3. Letu(i)(1 £ i < |S| x |T]) denoteith element of
’ sorted set. The confidence interval is then given by
The value oft /3, just gives an estimated bandwidth for link

n, andg, must followt-distribution with2m — 4 degrees of u (|T|(2|S| + T +1) +1— a> < B
freedom. Thus, we first obtain internvialas 2
TI(T]+ 1)
k? _ COy , (16) g u (a - f . (18)
2m — 4

If we want 95% confidence interval, parameter
a should be determined such that the probability
P(>"u(i) =2 a) is equal t.975. When the numbers
of measured datgS| and |T'| are large, it is known

1 1 1 that) " u (i) follows the normal distribution with mean
G =G n (17) IT|(1S] + 7] + 1)/2 and variancé$||T|(|S| + | +
1)/12. Thus, we can approximateas;

T T|+1) 1
o = s+ 1T+ 1

wherec is a 97.5% value of the-distribution if we want
95% confidence interval. Then we have the confidence in-
terval for the estimated bandwidth 3, as

We have a reliable estimation by adding the confidence
intervals as described above. However, it was assumed that

measurement errors follow the normal distribution after few 2 2

very large errors are excluded by the biweight function. That ISIIT|(]S]+ |T| + 1)

. . ) + 1.96 . (19)
is, when the number of large errors increases, this approach 12

no longer gives a variable estimation. In the next subsection, , .
we will present a nonparametric estimation method which e still have a problem in the above procedure. Our

does not require any assumption on the error distribution. final goal is to control the measurement time so that the
measurement is finished when the confidence interval of the

bandwidth estimation is within a prespecified value. For
that purpose, on-line calculation is necessary. However, the
In the nonparametric approach, we do not need any assumpgbovihpt[c;sedurti rreg$|_1_evs Eggc\,ﬁﬁ rxg Lliitgggg?l grglfét SSI:E?S
tion on the error distribution. Let: be the number of ob- pgsiﬁ a? hcig? 'el'he nun?ber of Slopes obtainepd for each
tained measurement data set for each packet size as befor P : P

. - ) . ink becomes 1035, and therefore the number of elements
I:gus;leope estimation can be obtained by the following pro- of U is beyond 1,000,000. It is too large for the method

described above.

1. By choosing the every combination of two minimum We therefore use another method based on a Kendall’s
values of RTTs, and calculate the slope. That is, we rank correlation coefficient [10]. We obtain(m — 1)/2
havem(m — 1)/2 slopes by this step. slopes fromm trials for each link, and therefore the number

of elements.S| and|T'| becomesn(m — 1)/2. We there-

2. We sort a set of obtained slopes and adopt its medianfore use the following procedure to estimate the confidence
as the proper slope. intervals.

3.1.2 Nonparametric Estimation Method
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1. SortSandT, and obtain the sdt/’, the element of
which is calculated by (i) = s(i) —t(3) (1 £ 4 <
m(m —1)/2).

a1
o

W W A b
o o o U
— T T

2. The confidence interval df’ is then determined by
the following equation.

m(m—1) C
v (%) < Bw
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(20) Packet Size (byte)

where( is the Kendall's rank correlation coefficient. Fig.5  Resuiltof Clustering

If K is 97.5% value of the standard normal distribu-

tion, we obtain 95% confidence interval by using each iteration. After measuring additional RTTs, there are
two candidates for the minimum RTT; one is the smallest

- K\/m(m —1)(2m — 5). (21) value of additional RTTs, and another is the current mini-

18 mum RTT. Usually, it is desirable that the minimum RTT is

updated by the smaller value of these two candidates. How-
ever, this approach sometimes leads to the inaccurate band-
width estimation when the smallest value of measurements
is caused by the exceptional large error or route alternations.
Even if our estimation approach can remove such errors, it
requires an additional number of iterations which directly
leads to increase the processing overhead. From this reason,
it is necessary to eliminate the influence of errors as many
as possible before the estimation. We then introduce the fol-
lowing update process of the minimum RTT, which we will
refer to as’ Minimum RTT Update Procedure” .

Let the smallest value of measured RTTs and the cur-
Sent minimum RTT be/, andy;, respectively. We first com-
parey; with y;. If y. = y;, we keepy; as the minimum RTT.

The on-line calculation procedure and stopping rule for the
RTT measurement will be described in Subsection 3.3.

3.2 Removal of Unnecessary RTT Values

As having been shown in Figure 3, it is necessary to pick
up proper RTTs when the distribution of RTT consists of
several groups of RTTs. It is caused by the route alterna-
tion thatpat hchar can never detect. To divide data into
several groups, we use the clustering method [12]. After we
obtain the measurement data, we first abandon the upper
of measured RTTs since those does not help estimating th
link bandwidth. In the experiments in Section 4, we will set
z = 30 which was foqnq to be a .reasonable value for our If not, we next calculate the differenck — |y, — Y| and
purpose. Then, we divide them into several clusters. Wed — |yi — Y|, whereY  is the estimated value of RTT on the
assume that the cluster having the largest number of mea; ! '

; 2 line (e.g.,Y = Bz; + a from the given packet size;). By
sured e_Iements contains the f?\ctual minimum RTT. If r_oute comparing’ with d, we replace the minimum RTT wit}
alternation does not occur during the measurement, it is no ‘

. ent, ItiS N0t hon the difference’ is smaller thanl or 30% larger than
necessary to apply the c[ustermg. We can know it if divided d. Without this approach, lots of accurate minimum RTTs
clusters are very close with each other. Figure 5 plots the ré-_re discarded and then many additional probe packets are re-
sult of the clustering using the data shown in Figure 3. Note _ .

g . ir h m r result of latter roach.
that we divided the gathered data into three clusters. Thequ ed to getthe same accuracy as result of latter approac

i More specifically, the following procedure is per-
figure shows thaj[ we can extract the cllusters. Of RTTSs PTOP-formed during the RTT measurement. In describing the pro-
grly. A weak pplnt of this procedure is that it takes much cedure below, we suppose that the bandwidth estimation for
time for clustering and therefore we cannot repeat cluster-. ., (n — 1) has already been finished.

ing for every packet arrival. From this reason, we perform

clustering after the measurement of RTTs will have finished 1 ko estimating the bandwidth of link we first send

in the experiment. a fixed number of packets. For example, we send 10
) , packets in our experiments presented in the next sec-
3.3 An Adaptive Mechanism to Control the Measurement tion. Then. RTTs are collected for 46 kinds of the
Period packet size (from 40 bytes to 1,500 bytes). Namely,
i i ) the source sendd) x 46 = 460 packets in the initial
To control the measurement period of the bandwidth esti- measurement.

mation, our adaptive mechanism is based on an iterative

procedure which the number of probes is progressively in- 2. For taking account of route alternation, we check the
creased until the confidencial interval of the estimated band- source address of the ICMP packets gsat hchar .
width becomes less than the prescribed value. In this mecha- We take routemn, the address of which appears most
nism, one problem is how to update the minimum RTTs for in the ICMP packets.
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3. We then estimate the initial value of bandwidth and its 35
confidence interval ofith link by either our paramet-
ric or nonparametric methods; (see Subsection 3.1).

30 |
25 -
4. To get the accurate bandwidth estimation and confi- 20|

dence interval, we iterate following procedure. 5l

Round Trip Time (ms)

a. We send an additional set of probes (e.g., 10 10r

packets for each packet size) to get new RTTs 5t

for routern. o e
. . . 0 200 400 600 800 1000 1200 1400 1600
b. We update the minimum RTT by using thn- Packet Size (byte)

imum RTT Update Procedure.

c. Because the accuracy of the bandwidth estima- Fig.6  Minimum RTTs including irregular values
tion for link n depends not only on the precision
in the slope estimation of link, but also on the
one of link (n — 1), we need to send additional
packets to routefn — 1) when the source sends
more packets to routes. Note that these ad-
ditional measurements are not necessary for the
bandwidth estimation for linkn — 1).

d. By using our estimation approach (described in
Subsection 3.1), we update the estimated band-
width and its confidential interval. The iteration
terminates if the confidence interval of the es- 0 200 400 600 800 1000 1200 1400 1600
timated bandwidth becomes less than the pre- Packet Size (byte)
scribed value (e.g., 10% of the mean value).

35 e

30

Pl RRIERER Y RARNAREN \ .
20

M-estimation
5l nonparametric

pathchar,pchar

Round Trip Time (ms)

10

5t

Fig.7  Estimated lines including irregular values
5. After the iteration terminates, we finally verify
whether RTTs have reasonable values. A most im- Tablel  Bandwidth estimation and confidence intervals for the measure-
portant task at this step is to apply the clustering tech- mentdata with irregular values

nigue. If the measurement is correct, the cluster hav- BW method estimated results sent

ing the largest number of elements must contain the Pathchar 0.87 200
measured minimum RTTs. If RTTs are not proper be- 15M M'eﬁt'maﬂon 134? 1.35 i 1.36 ;O
cause of the route alternation, we retry the measure- V&'ecn%’(;r 133 = 132 = 133 28
ment process by going back to Step 4. Pathchar ~86.65 200

45M | M-estimation | 44.06 < 46.58 < 49.42 | 200

4. Experimental Results and Discussions Wilcoxon | 42.99 < 53.44 < 66.54 | 200
Kendall 52.22 < 53.44 < 54.69 | 200

4.1 Removing Irregular RTT Values due to Exceptionally

Large Errors

destined for 210.141.224.162. The capacities of those links

We first show experimental results for the case where RTT were known a priori as 1.5 Mbps and 45 Mbps. For each
values apparently do not follow the normal distribution be- of two links, we show the estimated bandwidth obtained by
cause of some large errors. The example was shown in Fig-all methods. Confidence intervals of 95% are also shown
ure 2. Figure 6 plots only minimum values of RTTs against in our methods. As shown in the table, results obtained by
the packet size from Figure 2. As shown in this figure, the pat hchar andpchar are far from the actual bandwidth,
variation of minimum RTTs exhibits far from the linear re- while our methods can give very close values. The differ-
lation. Figure 7 compares results of the slope estimationsence of the actual bandwidth and the estimated bandwidth is
by pat hchar , pchar , and our methods (the M-estimation due to the overhead of the underlying network. In the table,
and nonparametric methods). Straight linepaf hchar the numbers of packets transmitted for each packet size are
andpchar are inaccurate due to exceptionally large errors also shown. In our methods, the very small number of pack-
whose packet sizes are 288, 960, 1376, and 1440 bytes. Owts were sufficient to obtain the accurate results for 1.5 Mbps
the other hand, our approach can filter out such errors. link. For 45 Mbps link, on the other hand, 200 packets were

Table 1 shows the estimated values. In the table, necessary, which is samepat hchar . Itis due to the fact
two cases of the bandwidth estimation are shown; 13-ththat as the link bandwidth becomes large, the accurate es-
link from 202.231.198.2 destined for 210.142.124.1 (cor- timation becomes difficult, which has already been pointed
responding to Figure 2) and 13-th link from 202.232.8.66 outin [5].
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Table2
mixed RTTs

Bandwidth estimation and confidence intervals for the case of

BW method

estimated results

sent

Pathchar

10M | M-estimation

Wilcoxon
Kendall

-22.6
10.07 £ 12.40 £ 16.11
16.59 £ 16.95 < 24.07
14.24 £16.95 < 25.29

200
200
200
200

Pathchar

12M | M-estimation

Wilcoxon
Kendall

8.25
9.79 £9.94 £ 10.09
13.3<13.8< 144
13.6 £13.8 <14.1
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20
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reason becomes clear when we look at the slope estima-
tion plotted in Figure 9. Since the estimated values of
pat hchar andpchar is small, the resultant estimation

on the bandwidth of the target link takes a negative value.
On the other hand, our methods can estimate the slope ade-
quately.

However, estimation results obtained by our methods
are not satisfactory as shown in Table 2. For fair compari-
son, we set the maximum number of transmitted packets to
be 200 in all cases. By clustering the data set in our method,

Round Trip Time (ms)

several measurement data were excluded. Then, the used
measurement data was not sufficient to obtain the reliable
0 T 00 400 600 800 1000 1200 1400 1600 result. In our examination, about 7% of collected dat8(
Packet Size (byte) packets out 0200 x 46 = 9200 packets) was unused. Since
our current clustering method is computationally intensive,
on-line calculation is impossible to adaptively increase the
number of sample data. We need more research on this as-
ect.

In the case of 1.5 Mbps link, we cannot observe P
differences among our three methods, the M-estimation,4.3 Controlling the Measurement Period Adaptively
Wilcoxon’s and Kendall's methods. In the case of 45 Mbps
link, the M-estimation method seems to be best. HoweverWe next show how our adaptive control of the measurement
we cannot decide the best one here because we found manyeriod works. Differently from previous cases, we pick up
cases that the other method gives the best result, as will behe cases wherpat hchar can also show the reasonable
presented in the below. results in this subsection. Figure 10 compares estimated
slopes of minimum RTTs amongat hchar, pchar and
our methods. As shown in the figure, there is no remark-
able difference among all estimation methods. Table 3 also
If the distribution of RTT values consists of several groups shows the same tendency; estimated values of link band-
due to route alternation, it is apparent that the approach towidths are quite close with each other. These results suggest
cut off the exceptionally large errors mentioned above is not that the error contained in the minimum values of RTT can
sufficient. See Figure 8, where we plot minimum values well be modeled by a normal distribution in usual cases if
of RTTs against the packet size. The RTT values fluctuatethe amount of measurement data is sufficiently large.
to a large extent. Of course, it misleads us about the estima- ~ However, our estimation approaches have two advan-
tion, and the estimation obtained psit hchar andpchar tages ovepat hchar (andpchar). First, our method can
are meaningless. Then, our clustering approach presented icontrol the number of probes adaptively. As shown in Table
Subsection 3.2 becomes necessary to exclude the RTT val3, the measurement terminates with a less number of probes
ues obtained by aexceptional route. in our method except the case of 6 Mbps link. Table 4 sum-

Table 2 shows the estimation results. In the table, marizes the required number of probes to obtain the 95%
the cases of 10 Mbps and 12 Mbps links are shown. confidence intervals where minimum and maximum values
Those are located at 8-th link from 150.100.59.2 towards are within 5% difference from the mean value. Note that
202.219.160.22 and 15-th link from 210.157.131.158 to- symbol **' in the table shows that the result does not reach
wards 210.224.236.1. The numbers of packets transmit-within the prescribed confidence interval by that number of
ted in each method are also shown in the table. Fromprobes. For several links, the number of probes for each
this table, our estimations show the reasonable values whilepacket size is less than 200. On the other hand, the num-
pat hchar andpchar lead to even a negative value. The ber of transmitted probes lpat hchar was always 200;

5r pathchar,pchar

Fig.9 Estimated slopes in the case of mixed RTT values

4.2 Clustering RTT Values against Route Alternation
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Table3 Bandwidth estimations and confidence intervals
BW method estimated results sent
Pathchar 5.75 200
6M M-estimation 6.48 < 6.60 < 6.72 200
Wilcoxon 5.65 < 5.87 < 5.92 200
Kendall 5.67 < 5.87<5.94 200
Pathchar 1.46 200
1.5M | M-estimation 1.37<1.40<£1.43 20
Wilcoxon 1.43 £1.45<1.47 110
Kendall 1.42<1.45<1.48 110
Pathchar 10.6 200
12M | M-estimation - <1055 — 200
Wilcoxon 10.40 £11.34 £12.28 50
Kendall 11.04 £11.34 £ 11.59 50

Table4 Variations on the required number of probes

bandwidth | link M-estimation | Nonparametric
10 Mbps | 10th 10 630
10 Mbps | 12th *1127 220
12 Mbps | 15th 10 10
12 Mbps | 12th 30 80
45Mbps | 13th 370 *1007
100 Mbps | 16 th 427 979
100 Mbps | 9th *1080 *1080

number of probes according to the link congestion.
4.4 On-line Estimation of Confidence Intervals

We last discuss on the derivation methods of confidence
intervals in our methods. As having been described in
Section 3.1.2, the method based on Kendall's rank cor-
relation coefficient is approximate in obtaining the confi-
dence interval, and it must be less accurate than the one
based on Wilcoxon’s method. However, differences be-
tween Kendall’s and Wilcoxon's methods were within 5%
of the link bandwidth as having been shown in Tables 1, 2,
and 3. If we collectn kinds of the packet size, the calcu-
lation time by Wilcoxon’s method becomé(m?), while
O(m?) in Kendall's method. Therefore, Kendall'’s method
is useful for the on-line estimation of confidence intervals.

In our experiments, the M-estimation method some-
times failed to determine the confidence interval, which was
shown in the last example of Table 3. Itis caused by assum-
ing that the variance of slopes for link n is larger than
o2_, forlink (n — 1). See Eqg. (15). That assumption is
valid if we can measure RTTs of routets— 1 andn by the
same packet. However, because it is impossible, RTTs of
routersn — 1 andn must be measured separately, and the
above assumption does not hold.

As having been presented in the tables, the assumption
that the measurement errors follow the normal distribution
seems to be often valid. However, it can only be known ex-
amining the links, bandwidth of which is a priori known.

5. Conclusion

We have explained the bandwidth estimation method based
onpat hchar and more recerpchar, and proposed two
bandwidth estimation methods. From experimental results,
we have shown that our methods can produce the robust es-
timations. Our findings are as follows;

1. Pat hchar cannot estimate the bandwidth ade-

it implies thatpat hchar wastes the network bandwidth
by unnecessarily transmitting packets. For other cases, the
numbers of probes are larger thapat hchar , but we can
expect that the resultant estimated values become more reli-
able than the values obtained pgit hchar .

A second advantage of our methods is that we can ob-
tain unified degrees of confidence on all links. On the other
hand, the accuracy of estimation pat hchar is varied,
and more importantly, there is no means to know about reli-
ability on the estimated values.

Between parametric and nonparametric approaches,
the required number of probes by the nonparametric ap-
proach is larger than that of the parametric approach. Itis
natural since the nonparametric approach does not assume
any distribution on errors. Then, it needs a larger number of
probes for reliable estimation. The large number of probes
was necessary for the second link in the table in spite of
10 Mbps link. It is because the utilization of that link was
high. It verifies that our method can adaptively increase the

4,

guately due to two kinds of unexpected errors; a few

but very large errors and route alternation. Those pose
that measurement errors do not follow some probabil-

ity distributions such as a normal distribution.

. We can eliminate exceptionally large errors by utiliz-

ing either M-estimation or nonparametric least square
fitting methods.

. By clustering the measured RTTs and selecting an ap-

propriate cluster, errors introduced by route alterna-
tion can be avoided.

By obtaining the confidence interval, a measurement
period can be controlled, which makes it possible to
avoid bandwidth waste caused by unnecessary probes
in some cases. If the link is congested, on the other
hand, more probes are transmitted according to our
method. Then accurate and, more importantly, reli-
able estimation becomes possible.
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5. Between parametric and nonparametric approaches, Kazumine Matoba is currently a master

the latter is adequate for reliable bandwidth estima-
tion, but it requires more measurement time. The
parametric approach (i.e., the M-estimation method)
is better in the measurement and computational time.
Perhaps, it depends on the link condition. If the link

course student in the Department of Informatics
and Mathematical Science, Graduate School of
Engineering Science, Osaka University. His re-

search work is in the area of traffic measurement
and statistical modeling of traffic characteristics

in the Internet.

load is not high, the obtained measurement data is sta-
ble. Then, the assumption that the measurement er-

rors follow the normal distribution would hold. Oth-

erwise, the nonparametric approach presented in this

paper would be necessary. However, its validation re-

mains as a future research topic.
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