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Abstract

A window-based flow control mechanism is a sort of
feedback-based congestion control mechanisms, and has
been widely used in current TCP/IP networks. Recently,
use of an ECN (Explicit Congestion Notification) mecha-
nism as congestion indication from the network to source
hosts has been actively discussed in the IETF (Internet
Engineering Task Force). In this paper, we focus on a
window-based flow control mechanism, which cooper-
ates with routers supporting the ECN mechanism. The
first part of this paper discusses how the ECN mecha-
nism can be incorporated into the TCP/IP network when
all source hosts respond to ECN messages. The second
part of this paper gives a control theoretic approach to
the window-based flow control mechanism, which coop-
erates with ECN routers. We derive a stability condition
of the window-based flow control mechanism, and show
that system stability is affected by the router’s buffer size
as well as the bandwidth of the bottleneck router. We also
show that the number of TCP connections is unrelated to
the system stability. We further design a regulator for the
window-based flow control mechanism, which utilizes the
current window size and the estimated number of packets
at the router’s buffer as a feedback input. We show that
the transient performance is significantly improved by ap-
plying the regulator. Several practical issues are also dis-
cussed.

1 Introduction

In a packet-switched network, a feedback-based conges-
tion control mechanism is essential for providing efficient
data transfer services. The current Internet uses a window-
based flow control mechanism in the TCP (Transmission
Control Protocol), as the feedback-based congestion con-
trol mechanism. For example, a version of the TCP mech-
anism called TCP Reno uses packet loss in the network as
feedback information since packet loss implies congestion

occurrence in the network [1, 2]. Until packet loss occurs
in the network, TCP Reno gradually increases its window
size. As the window size is over its available bandwidth,
excess packets are queued at the buffer of the bottleneck
router for some period. If the window size increases fur-
ther, packets at the buffer of the router overflows, lead-
ing to packet loss. The source host detects occurrence of
packet loss in the network from, for example, its time-
out mechanism, and reduces its window size to one. TCP
Reno has another mechanism called fast retransmit to de-
tect packet loss, which is triggered by receipt of duplicate
ACK packets. After reduction of the window size, con-
gestion in the network is remedied so that congestion is
relieved. The source host then increases its window size
again. Since the congestion control mechanism of TCP
Reno relies on packet loss in the network, packet loss can-
not be prevented. It is necessary expenses for TCP Reno
to work correctly since the congestion control mechanism
of TCP Reno only utilizes information on occurrence of
packet loss. However, it is desirable for the congestion
control mechanism to prevent packet losses in the net-
work.

Accordingly, the use of an ECN (Explicit Congestion
Notification) mechanism has been actively discussed in
the IETF (Intermediate Engineering Task Force). ECN is
a mechanism to explicitly notify source hosts of conges-
tion occurrence in the network. The ECN mechanism can
be implemented in TCP/IP networks in several ways [3].
In [4], ICMP Source Quench message is defined for con-
veying congestion information from the congested router
to source hosts. One-bit use of the DS-byte in the dif-
ferentiated service architecture has been proposed in [5].
According to [5], an example implementation of the ECN
mechanism in TCP/IP networks is as follows. One-bit in
the header of the data packet is reserved for the ECN bit.
The router in the network uses the ECN bit for notifying
source hosts of its incipient congestion. The router com-
putes the average number of packets in the buffer. If it
exceeds a threshold value (e.g., p % of the buffer capac-
ity), the router sets the ECN bits of all arriving packets.
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This information is then carried to source hosts via cor-
responding destination hosts by the ACK packet with the
ECN bit set. The source host responds to the ECN mes-
sage by, for example, reducing its window size as in the
case of packet loss [3]. The advantage of the ECN mech-
anism is that unnecessary packet loss can be prevented if
source hosts respond to the ECN message appropriately.
In [3], it has been reported that the ECN mechanism can
avoid unnecessary packet delays for low-bandwidth and
delay-sensitive TCP connections. It has also been reported
that another advantage of the ECN mechanism is that the
source host can detect congestion rapidly regardless of
coarse granularity of the TCP’s timer.

In [6], Ramkrishnan et al. have proposed a more fea-
sible application of the ECN mechanism to TCP/IP net-
works. The basic concept of their proposal is that the con-
gestion control mechanism of TCP should respond to the
ECN message as the same manner to packet loss. One
reason for this is to allow incremental deployment of the
ECN mechanism in both the source host and the router.
If TCP Reno’s response to receipt of the ECN message is
different from that of packet loss, it causes unfairness be-
tween ECN-capable and non-ECN-capable connections.
They have also proposed that the source host responds to
the ECN message at most once per round-trip time. This
idea comes from the fact that a single packet loss is suffi-
cient for the congestion control mechanism of TCP Reno
to throttle its window size. However, this is not the case
for other versions of TCP such as TCP Vegas [7, 8].

In [9], the authors have proposed an application of the
ECN mechanism to TCP Vegas’ congestion control mech-
anism to solve several drawbacks of TCP Vegas. The fun-
damental idea of the proposed mechanism is to use the
ECN message only when the congestion control mech-
anism of TCP Vegas fails controlling congestion in th
network. Namely, the router sends the ECN message to
source hosts only when the TCP Vegas’ congestion con-
trol mechanism cannot control congestion in the network
by itself. Through simulation experiments, the authors
have shown that the use of the ECN mechanism is helpful
for improving fairness among TCP connections. In this
paper, we proceed one step further to more actively use
the ECN message in the context of a window-based flow
control paradigm. Namely, the ECN message can inform
source hosts of more detailed information on congestion
of the network and the source host can take a proper action
against the congestion level of the network by the ECN
message. In other words, we propose and demonstrate
that if the congestion control mechanism of TCP cooper-
ates with the router’s ECN setting mechanism, and if the
router informs source hosts of its congestion status more
accurately, a more efficient congestion control mechanism
is realized.

Organization of this paper is as follows. In Section 2,
we discuss how the ECN mechanism is used for realizing

an efficient window-based flow control mechanism, and
propose a window-based flow control mechanism, which
cooperates with the router supporting the ECN mecha-
nism. In Section 3, the stability analysis of the window-
based flow control mechanism is performed, and the rela-
tion between control parameters and the system stability is
investigated. In Section 4, we design the regulator that im-
proves transient performance by applying control theory.
Finally we conclude this paper and discuss future works
in Section 5.

2 A Window-Based Flow Control
Mechanism and the ECN Mecha-
nism

This section discusses how the ECN mechanism is in-
corporated into a window-based flow control mechanism;
that is, how the ECN message is used effectively as feed-
back information from the network. We first explain prin-
ciples of the window-based flow control mechanism coop-
erating the router generating the ECN message. We then
propose a window-based flow control mechanism, which
consists of two parts: (1) the window-based flow control
mechanism at the source host and (2) the ECN setting al-
gorithm at the router.

2.1 Principles

The fundamental idea of a window-based flow control
mechanism actively utilizing the ECN mechanism should
be that both of the source host and the router cooperate as
a single mechanism. In the current TCP/IP networks, the
congestion control mechanism of TCP assumes nothing
about the router’s operation. It is because neither packet
scheduling discipline (e.g., FIFO (First-In First-Out) or
fair queueing) nor packet discarding algorithm (e.g., drop-
tail or RED (Random Early Detection)) is known by the
source host in real networks. The congestion control
mechanism of TCP was designed to work without any
knowledge on the router’s algorithm. Actually, separa-
tion of the TCP’s congestion control mechanism from the
router’s algorithm is desirable when several types of con-
gestion control mechanisms and router’s algorithms co-
exist in the network as in the current Internet.

However, such a generality of the congestion control
mechanism of TCP significantly limits the network perfor-
mance. For designing a truly efficient congestion control
mechanism, both the source host and the router should be
designed simultaneously. It is also desirable to split func-
tionality of a window-based flow control mechanism into
two parts: (1) detection of the congestion by the router,
and (2) control of the congestion by the source host. The
router is the best place to detect congestion in the network
since congestion does occur at the router. Similarly, it is
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natural for the source host to control its traffic flow be-
cause no other than the source host causes congestion.

In this paper, we assume that the router is equipped with
a single FIFO buffer shared by all TCP connections, and
performs no per-connection accounting. We also assume
that only one-bit information is used as the ECN message.
These assumptions are for implementation simplicity, and
for investigating the possibility of the ECN mechanism in
such a simple network environment.

We first consider a desirable functionality of the router,
which is responsible for setting the ECN bit of the ar-
riving packet. Since the congestion control is performed
at the source host, the role of the router should be sim-
ple; it should send its congestion information to all source
hosts as accurate as possible. Namely, the router should
do nothing other than conveying its congestion status to
source hosts. The router uses the ECN bit of the packet
header to carry congestion information to source hosts.
Since the ECN message is only one-bit information, it can
have only two meanings; that is, the network is congested,
or not congested.

One algorithm for the router to set the ECN bit of the
arriving packet is to use a single threshold value, as ex-
plained in Section 1. Namely, if the number of packets
in the buffer exceeds the threshold value, ECN bits of all
packets are marked. Otherwise, the router does not change
the ECN bit of arriving packets. This algorithm is easy to
implement, and would work effectively when the propaga-
tion delay is negligible. However, as the propagation de-
lay increases, window sizes of TCP connections and the
number of packets in the router’s buffer oscillate exces-
sively, and the network performance is degraded.

One-bit information of the ECN message is apparently
insufficient for the fine control of the network. It is pos-
sible that the router uses more bits to indicate the con-
gestion status more accurately. However, it implies com-
plicated processing at the router, which is not a desirable
feature. We therefore propose to use a probabilistic num-
ber of ECN messages; that is, the router notifies degree
of congestion by setting the ECN bit with a certain prob-
ability. More specifically, the router sets the ECN bit in
the header of the arriving packet with a probability, which
is proportional to the current number of packets waiting in
its buffer. Otherwise, it does not change the ECN bit of the
arriving packet. When each router independently sets the
ECN bit of the arriving packet, the router sets the ECN bit
of the arriving packet with a certain probability, regardless
of the former status of the ECN bit. Namely, the ECN bit
of the packet is OR-ed at all congested routers. It is how-
ever uncommon that several routers are congested at the
same time. And if several routers would get congested,
the ratio of ECN messages were higher than the case of a
single congested router. This means that the source host
receives more conservative feedback from the network, so
that safer operation can be expected.

We next consider a desirable functionality of the source
host, which is responsible for controlling its traffic flow.
The source host, being located at the edge of the network,
has to throttle its window size once the network falls into
congestion. On the contrary, the source host should in-
crease its window size when network resources are not
fully utilized. The desirable operating point of the conges-
tion control mechanism is therefore that the network is al-
ways lightly but not heavily congested. The control objec-
tive of the window-based flow control mechanism should
be to stabilize the number of packets in the buffer of the
bottleneck router to a certain level. If the number of pack-
ets in the bottleneck router is greater than zero, it implies
full utilization of the bottleneck bandwidth. If the number
of packets in the bottleneck router is below its buffer size,
it means that packet loss is not likely to happen.

The above-mentioned control objective is inspired by
that of TCP Vegas [7, 8]. However, it substantially dif-
fers in the following point. The control objective of TCP
Vegas’ congestion control mechanism is to stabilize the
number of packets from each connection at the bottleneck
router’s buffer. Namely, TCP Vegas allows every connec-
tion to have a several extra packets in the network. So
the total number of packets at the router’s buffer is pro-
portional to the number of TCP connections. In [9], the
authors have shown that the control objective of TCP Ve-
gas’ congestion control mechanism causes a scalability
problem as the number of connection increases. On the
other hand, the control objective of our congestion control
mechanism is to stabilize the total number of packets at
the bottleneck router’s buffer, which avoids such a scal-
ability problem. That is, in steady state, the number of
packets at the router’s buffer is therefore independent of
the number of connections.

2.2 Algorithm

Based on the above discussion, we propose a window-
based flow control mechanism using the ECN mechanism.
The router is equipped with a single FIFO (First-In First-
Out) buffer, which is shared by all connections destined
for the same output port. The router does not perform
any per-connection accounting; It only maintains the to-
tal number of packets queued in the buffer. The ECN bit
in the packet header is used to convey congestion infor-
mation from the router to every source host via the corre-
sponding destination host. The router’s algorithm of set-
ting the ECN bit in the packet header is similar to that
of RED (Random Early Detection) router with the ECN
marking [10]. Our algorithm is however simpler than the
RED router.

We first describe the operation algorithm of the router.
It sets the ECN bit of a portion of all arriving packets. The
router has two control parameters Tmin and Tmax (0 <
Tmin < Tmax). These parameters are lower- and upper-
thresholds to calculate the probability for setting the ECN
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bit of the arriving packet, being denoted by pa, which is
calculated as

pa =
q � Tmin

Tmax � Tmin
; (1)

where q is the number of packets queued at the router’s
buffer. The router’s algorithm described above is different
from that of the RED router; in our algorithm, (1) ECN
bits of almost all packets are marked when the number of
packets is close to Tmax, and (2) pa is calculated from
an instantaneous value of the current number of packets
in the buffer. The RED router only marks the ECN bit
for a small fragment of packets even when the number of
packets is close to Tmax. It is because the RED router’s
algorithm only targets the congestion control mechanism
of TCP Reno. A single packet with its ECN bit set is
sufficient for TCP Reno to respond to congestion in the
network. When both the source host and the router co-
operate, such an assumption is unnecessary. Additionally,
the RED router maintains the average number of packets
in the buffer, and calculates the marking probability based
on this value. As we have discussed earlier, when the con-
gestion control is performed at the source host, the router
should notify all source hosts of its congestion informa-
tion as accurate as possible. Hence, in our window-based
flow control mechanism, the probability pa is calculated
from an instantaneous value of the queue length. It should
be noted that averaging or filtering of feedback informa-
tion can be performed at the source host, if necessary.

The source host adjusts its window size based on the
feedback information returned as a series of ECN bits by
the bottleneck router. Once per round-trip time, the source
host calculates e which is a ratio of ECN messages: i.e.,
the ratio of the number of ACK packets with ECN bit set
to the number of all received ACK packets. The source
host counts the number of ACK packets with ECN bit set
Ne and the total number of ACK packets Na in a round-
trip time. It then calculates the ratio of ECN messages re
as

re =
Ne

Na

; 0 � e � 1: (2)

If e is close to 1, it implies that the network is heavily con-
gested so that the window size should be reduced quickly.
On the contrary, if e is close to 0, the network is not con-
gested so that the window size should be increased. The
control objective of our window-based congestion control
mechanism is therefore to converge the observed ratio of
ECN messages e to a control target � (0 � � � 1). The
algorithm of the source host to change its window size is
described by

cwnd max(cwnd+ Æ � cwnd� (�� e); 1); (3)

where Æ is a control parameter, which determines the
amount of increase/decrease of the window size per a
round-trip time.

In the window-based flow control mechanism described
above, the ratio of ECN messages e is computed every
round-trip time. The number of ACK packets that the
source host receives is limited by its window size. So
the estimated value of e contains a quantization error; the
granularity of e is directly determined by the current win-
dow size. Namely, the quantization error is the order of
1=cwnd.

3 Analysis

In this section, we analyze the window-based flow con-
trol mechanism described in Section 2 by applying control
theory. We explain an analytic model, followed by its sta-
bility analysis. We also show several numerical examples.

3.1 Analytic Model

Figure 1 depicts the analytic model. The number N of
source hosts are connected to corresponding destination
hosts through a single bottleneck router. The window-
based flow control mechanism changes its window size
once every round-trip time. We therefore consider the sys-
tem as a discrete-time model, where each time slot corre-
sponds to the round-trip time. Note that since the round-
trip time changes as the network status changes, the length
of one slot is not fixed.

      

      

   

Source Host Destination Host

Router

w1(k)

w2(k)

w3(k)

wn(k)

Figure 1: Analytic model.

Let wn(k) be the window size of the source host n
(1 � n � N) at slot k. That is, the source host n can
inject wn(k) packets into the network during slot k. We
assume that each source host always has packets to trans-
mit so that the number wn(k) of packets are sent at slot k.
Let q(k) be the number of packets queued in the router’s
buffer at slot k. We denote the bandwidth of the router
(i.e., the processing speed of the router or the bandwidth of
the output link) by B. Note that wn(k) (the window size),
q(k) (the number of packets in the router’s buffer), and L
(the buffer size) are represented in units of packets. The
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round-trip delay (i.e., the sum of the source–destination
delay and the destination–source delay) is denoted by � ,
which includes all propagation delays and processing de-
lays. Note that � does not include a queueing time at the
router.

During a round-trip time, the source host is allowed to
consume the bandwidth being worth of its given window
size. Provided that round-trip times of all connections are
equal, the number of packets in the buffer at slot k + 1,
q(k + 1), is given by the following equation.

q(k + 1) = max(

NX
n=1

wn(k)�B r(k); 0); (4)

where r(k) denotes the round-trip time at slot k, and is
given by

r(k) = � +
q(k)

B
:

Note that r(k) corresponds to the length of the slot k.
Let en(k) be the ratio of ECN messages observed by the

source host n at slot k. Since en(k) can be approximated
by the router’s probability of setting the ECN bit pa, en(k)
is given by

en(k) '
q(k)� Tmin
Tmax � Tmin

: (5)

The source host changes its window size based on the
difference between the observed ratio of ECN messages
en(k) and the control target �. From Eq. (3), the window
size of the source host n at slot k+1, wn(k+1), is deter-
mined as

wn(k + 1) = max (wn(k) + Æ wn(k) (�� en(k)); 1) : (6)

3.2 Stability Analysis

For simplicity, we assume that the initial window sizes
of all source hosts are identical, and that all source hosts
change their window sizes according to Eq. (6). The num-
ber of packets in the router’s buffer at slot k+1, q(k+1),
is given by

q(k + 1) = max (N w(k)�B r(k); 0) ; (7)

where w(k) � wn(k), 1 � n � N .
Let (w�; q�) be the fixed point of (w(k); q(k)). By us-

ing Eqs. (5)–(7), (w�; q�) is obtained as follows.�
w�

q�

�
=

�
(2�(Tmax � Tmin) + 2Tmin +B �) =N

�(Tmax � Tmin) + Tmin

�
(8)

Since w(k) is a non-linear equation, we linearize it around
the fixed point. Let x(k) be the difference from the fixed
point, which is defined as

x(k) =

�
w(k) � w�

q(k)� q�

�
:

x(k + 1) is given by

x(k + 1) = Ax(k) (9)

where

A =

�
1 � Æ w

�

Tmax�Tmin

N �1

�
:

In the system defined by Eqs. (5), (6), and (7), the fixed
point (w�; q�) is locally asymptotically stable when all
roots of the characteristic equation lie in the unit circle.
Note that the characteristic equation is given by

D(s) � jsI�Aj = 0: (10)

Since the characteristic equation D(s) is quadratic,
Eq. (10) is equivalent to the following inequalities [11].

D(1) > 0; D(�1) > 0; jD(0)j < 1

The fixed point of the system (w�; q�) is locally asymp-
totically stable if and only if the following inequalities
(i.e., stability condition) hold.

0 <
Æ f2 � (Tmax � Tmin) + 2Tmin +B �g

Tmax � Tmin
< 2 (11)

The stability condition given by Eq. (11) suggests a dis-
tinctive feature of the window-based flow control mech-
anism described in Section 2; stability of the system is
independent of the number of connections N . In other
words, the number of connections has no relation with
system stability. This characteristic of the window-based
flow control mechanism is desirable since the number of
TCP connections usually varies according to time, and it is
one of the most difficult system parameters for the source
host to estimate.

The reason that the number of connections is unrelated
to system stability can be explained as follows. A mathe-
matical explanation is because the eigenvalues of the sys-
tem transition matrix A is independent of the number of
connections N [12]. This indicates that the convergence
speed of the system defined by Eq. (9) is not affected by
N . Also, an intuitive explanation is inter-dependency be-
tween the window size w(k) and the number of packets at
the buffer q(k) around the fixed point. Namely, the num-
ber of packets depends proportionally on the number of
connection (Eq. (7)). Also, the window size depends in-
verse proportionally on the number of packets at the buffer
(see Eqs. (8) and (9)). We note that this inter-dependency
is resulted from the factor wn(k) in the second term of the
right-hand side in Eq. (6).

Equation (11) indicates that the control parameter, Æ,
should be positive for stability because �, Tmin, Tmax,
B, � are all positive and Tmin is less than Tmax. From
a control theoretic point of view, Æ can be thought as a
feedback gain of the system. It is therefore natural that
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the feedback gain Æ should be positive and small for sys-
tem stability. Another interesting observation is that the
system becomes stable as the control target � decreases.
This indicates that the system becomes less robust as the
number of packets at the router’s buffer grows.

3.3 Numerical Examples

By using Eq. (11), a stability region in the Æ–� plane is
plotted in Fig. 2, where the router’s bandwidth B, is set
to 2 packet/ms, lower- and upper-thresholds, Tmin and
Tmax, are set to 0 and 100 packets, respectively. Remind
that the stability condition is independent of the number of
connections N . In the figure, the control target �, which
controls the amount of packets queued in steady state, is
changed from 0.1 to 0.9. Each line in the figure is an
upper-bound of the stability region, so that the system be-
comes stable if Æ is chosen below the boundary.

One can find that the stability region becomes narrow as
the propagation delay � increases. This tendency is more
noticeable when the control target � is set to be small.
This implies that the window size can be changed aggres-
sively when the control target � is low. In other words, the
window-based flow control mechanism is more robust in
terms of stability when the control target � is small. This
indicates that it is desirable not to queue many packets at
the router’s buffer for system stability.
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Figure 2: Stability region in the Æ–� plane (B = 2
packet/ms, Tmin = 0 packet, Tmax = 500 packet)

In Fig. 3, a stability region in the Æ–� plane with a dif-
ferent parameter set is plotted. Compared with the previ-
ous case (Fig. 2), only the router’s bandwidth is changed
to 10 times larger (i.e., B = 20 packet/ms). By examin-
ing these two figures, one can find that the upper-bound
of Æ is almost unchanged whereas the router’s bandwidth
becomes 10 times larger. In the window-based flow con-
trol mechanism, the amount of packets the source host
can emit is determined by the router’s bandwidth and the
router’s buffer capacity. Namely, in the round-trip time,

the source host is allowed to send as many packets as
its share of the router’ bandwidth plus its share of the
buffer space. Therefore, allowable aggressiveness of the
window-based flow control mechanism, which directly af-
fects the upper-bound of Æ, is determined not only by the
router’s bandwidth but also by the buffer capacity. The
stability condition clearly suggests this tendency (see the
numerator of Eq. (11)).
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Figure 3: Stability region in the Æ–� plane (B = 20
packet/ms, Tmin = 0 packet, Tmax = 500 packet)

Next, we show dynamical behaviors of the window-
based flow control mechanism in Figs. 4 though 7. We nu-
merically obtained dynamics of the window size w(k) and
the number of packets at the router q(k) from Eqs. (5)–
(7). The initial values of w(k) and q(k) are set to 1 and 0,
respectively. In these figures, following parameters are
used: the number of connections N = 10, the propa-
gation delay � = 1 ms, two thresholds Tmin = 0 and
Tmax = 500 packets, and the control target � = 0:5. The
router’s bandwidthB is set to 2 packet/ms in Figs. 4 and 5,
and to 20 packet/ms in Figs. 6 and 7. The control param-
eter Æ is set to 1.5 in Figs. 4 and 6 (stable case), and to 2.5
in Figs. 5 and 7 (unstable case).

By comparing these figures, one can find that the sys-
tem exhibits stable operation when the stability condition
is satisfied. However, the system never reaches steady
state in Fig. 6 even though stability condition is satisfied.
Both the window size and the number of packets at the
router’s buffer slightly oscillate around the fixed point. It
is because of the quantization error of the ratio of ECN
messages as discussed in Section 2. In this case, since the
fixed point of the window size is 52 packets, about 1% of
the observation error is unavoidable. One solution for this
would be to use averaging or filtering at the source host.
However, it should be noted that if such a mechanism is
applied, the averaging interval or the cut-off frequency of
the low-pass filter must be chosen according to a trade-off
between stability and transient performance.

Note that the quantization error of the ratio of ECN
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Figure 4: Stable behavior (Æ = 1:5, B = 2 packet/ms,
N = 10, � = 1 ms, � = 0:5)
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Figure 5: Unstable behavior (Æ = 2:5, B = 2 packet/ms,
N = 10, � = 1 ms, � = 0:5)
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Figure 6: Stable behavior (Æ = 1:0, B = 20 packet/ms,
N = 10, � = 1 ms, � = 0:5)
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Figure 7: Unstable behavior (Æ = 2:0, B = 20 packet/ms,
N = 10, � = 1 ms, � = 0:5)
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messages is inversely proportional to the window size.
Equation (8) indicates that the quantization error becomes
small as one of the upper-threshold Tmax, the router’s
bandwidth B, or the propagation delay � increases. It
also indicates that the larger value of the control target
� is helpful to reduce the quantization error. Hence, the
quantization error of the ratio of ECN messages would be-
come negligible as the network becomes faster in its speed
and/or larger in its scale.

4 Regulator Design

In this section, we design a regulator for the window-
based flow control mechanism. By using the regulator, a
difficult problem of configuring the control parameter, Æ,
becomes unnecessary. Moreover, one can explicitly spec-
ify convergence speed of the system regardless of system
parameters. In what follows, we first describe a design
method of the regulator for the window-based congestion
control mechanism. We then provide several numerical
examples, showing that the transient performance can be
considerably improved by using the regulator. This sec-
tion is finished with discussion on several practical issues
in real networks.

4.1 Implementation

As have been discussed in Section 3, the performance
of the window-based flow control mechanism mostly de-
pends on choice of the control parameter Æ. If Æ is con-
figured to an inappropriate value, the network would take
quite a long time to converge, or would never reach the
steady state. The most desirable characteristic of the
window-based flow control mechanism described in Sec-
tion 2 is that the stability condition is independent of the
number of connections N . Therefore, Æ can be chosen
without paying attention to the number of connections.
However, the feedback gain Æ must be chosen accord-
ing to other parameters such as the router’s bandwidth B,
the propagation delay � , the router’s thresholds Tmin and
Tmax, and the control target �.

A regulator is a state feedback controller to improve sta-
bility and convergence speed of a given system by using
the current system state as an input to the system [11].
Letting u(k) be the input to the system at slot k, the
window-based flow control mechanism defined by Eq. (9)
is rewritten as

x(k + 1) = Ax(k) +Bu(k): (12)

It should be noted that the window size w(k) can be
controlled freely at the source host, but the number of
packets at the buffer q(k) cannot. The window size at
the source host is controlled by TCP’s congestion con-
trol mechanism. However, the number of packets in the

router’s buffer is changed as a result of subsequent packet
arrivals and departures. It is therefore impossible for the
router to directly control the queue length. For a practical
use, the matrix B should be of the form:

B =

�
1
0

�
: (13)

The basic idea of the regulator is to use x(k) as a feed-
back input to the system in order to improve stability and
transient performance. When the system state x(k) is ob-
servable, x(k) can be used as the input to the system; the
input, u(k), is replaced by

u(k) = �Fx(k); (14)

where F is a feedback gain matrix. By combining
Eqs. (12) and (14), the window-based flow control mech-
anism is given by the following equation.

x(k + 1) = Ax(k) �BFx(k) = (A�BF)x(k)

It is known that if and only if (A;B) is controllable, the
eigenvalues of A�BF can be set arbitrary by choosing
F appropriately [11]. In the current case, the controllabil-
ity matrix, Uc, becomes

Uc = (B;AB) =

�
1 1
0 N

�
;

and

jUcj = N 6= 0:

Therefore, the window-based flow control mechanism is
controllable, so that eigenvalues of A�BF can be set
arbitrary. This means that one can specify convergence
speed of the system by using the regulator. Note that the
eigenvalues can be chosen freely regardless of system pa-
rameters.

By letting �i (i = 1, 2) be the eigenvalues of
(A�BF), the following equation holds.

jsI� (A�BF)j = (s� �1)(s� �2)

The feedback gain matrix F is obtained by solving the
above equation.

F =
h
�(�1 + �2)

(1+�1)(1+�2)
N

� Æ N w
�

Tmax�Tmin

i
(15)

Finally, (A�BF) is given by

A�BF =

�
1 + �1 + �2 � (1+�1)(1+�2)

N

N �1

�
: (16)
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4.2 Numerical Examples

In Fig. 8, dynamical behaviors of the window size and the
number of packets at the router’s buffer when the regulator
given by Eq. (15) is used at the source host. The regula-
tor requires the current number of packets in the router’s
buffer q(k). It is estimated from the ratio of ECN mes-
sages en(k) using Eq. (5). In this case, the source host
controls its window size using Eq. (16), where the roots,
�1 and �2, are set to zero, meaning fastest convergence
to the fixed point as we will explain later. All system pa-
rameters and control parameters are equivalent to those
of Fig. 4. One can find that the transient performance is
dramatically improved by introducing the regulator at the
source host. For example, the window size is increased to
the neighborhood of the fixed point immediately after the
source host begins its packet transmission. It only takes
less than 10 ms for the source host to open its window size
to 50 packets in Fig. 8, while it takes 280 ms in Fig. 4. It
can also be found that both the window size and the num-
ber of packets slightly oscillate around the fixed point as
with the case of Fig. 4. This oscillation is also caused by
the quantization error of the ratio of ECN messages.
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Figure 8: Case of regulator (B = 2 packet/ms, N = 10,
� = 1 ms, �1 = �2 = 0)

Another desirable feature of using the regulator is
that the convergence speed can be explicitly specified by
choosing the roots, �1 and �2, appropriately. In theory, if
both �1 and �2 are close to the origin of the unit circle,
the system defined by Eq. (16) converges to its fixed point
quickly. As the roots, �1 and �2, increases, the system
takes more time to converge. And if one of the roots is out

of the unit circle, the system becomes unstable. However,
in general, there is a trade-off between convergence speed
and robustness. When both roots are located close to the
origin, the system is quite sensitive to the external noise,
for example, the quantization error. Shown in Fig. 9 are
dynamical behaviors of the window size and the number
of packets at the buffer for �1 = �2 = 0:5. This figure
shows that the convergence speed is slower than the case
of Fig. 8.

0

20

40

60

80

100

0 200 400 600 800 1000

Wi
nd

ow
 Si

ze 
(pa

cke
t)

Time (ms)

Window Size

(a) Window size

0

50

100

150

200

250

300

350

400

450

500

0 200 400 600 800 1000

Qu
eu

e L
en

gth
 (p

ack
et)

Time (ms)

Queue Length

(b) Queue length

Figure 9: Case of regulator (B = 2 packet/ms, N = 10,
� = 1 ms, �1 = �2 = 0:5)

4.3 Practical Issues

One of the hardest constrains for using the regulator in real
TCP/IP networks is that the regulator assumes all system
states to be observable. Namely, the current state of the
system — i.e., the window size and the number of pack-
ets at the router’s buffer — must be known. Since the
regulator is performed at the source host as a part of the
window-based flow control mechanism, the window size
is already known. The problem is how to obtain the num-
ber of packets at the router. In the window-based flow
control mechanism described in Section 2, the source host
calculates the ratio of ECN messages. So it is easy for
the source host to estimate the current number of packets
from Eq. (1) if it knows two thresholds, Tmin and Tmax.
This method was used in numerical examples.

As can be seen from Eq. (16), the regulator must know
the number of connections N , which is another constraint
of applying the regulator to the window-based flow con-
trol mechanism. There exists no general way to esti-
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mate the current number of connections at the source
host. One solution would be that the router observes the
number of connections and informs source hosts of this
value. However, this approach complicates the router’s
algorithm. Another solution would be to estimate the
number of connections from the window size in steady
state [13]. Namely, the number of connections can be cal-
culated from Eq. (8) once other parameters are obtained
in some way. However, the number of connections can-
not be estimated by this approach immediately after the
source host starts its packet transmission. It is because
observation for a certain duration is necessary.

Also, note that the source host has to know the fixed
point (w�; q�) for controlling its window size accord-
ing to Eq. (16). The fixed point can be easily obtained
for long-lived connections, i.e., TCP connections contin-
uously send packets for a long period. This is the case
we have examined in numerical examples. For short-lived
connections, a measurement-based approach is difficult to
apply. It would be possible for the source host to know
the number of packets in steady state, q�. It is because q�

can be computed from Eq. (8) since Tmin, Tmax, and �
are all constants. On the other hand, the window size in
steady state, w�, is difficult to obtain. It is because from
Eq. (8), w� depends on both the bandwidth of the bottle-
neck router B and the number of connections N , which
dynamically change in real networks. One possible solu-
tion for this problem is that the source host maintains the
fixed point (w�; q�) in its internal variable, and use this
value for short-lived connections.

Although the regulator is difficult to apply to short-lived
connections, it brings an advantage for long-lived connec-
tions. Namely, once the fixed point of the system is mea-
sured at the source host, the source host works quite ef-
fectively without estimating the bandwidth of the router B
and the propagation delay � . Namely, the regulator con-
trols the window size according to Eqs. (5) and (16), both
of which do not contain any term including B and � . In
short, the window-based flow control mechanism with the
regulator enables to freely specify its convergence speed,
and requires information on neither the bandwidth of the
router nor the propagation delay.

5 Conclusion

In this paper, we have focused on a window-based flow
control mechanism, which cooperates with routers sup-
porting the ECN mechanism. We have thoroughly dis-
cussed how the ECN mechanism is incorporated into the
TCP/IP network when all source hosts respond to the ECN
message. By applying control theory, we have derived
the stability condition of the window-based flow control
mechanism, and have shown that the system stability is
significantly affected by the router’s buffer size as well
as the bandwidth of the bottleneck router. We have also

shown that the number of TCP connections is unrelated to
the system stability. Also, we have designed a regulator
for the window-based flow control mechanism, which uti-
lizes the current window size and the estimated number of
packets at the router’s buffer as the feedback input. We
have shown that the transient performance is considerably
improved by using the regulator, and have also discussed
several practical issues.

For future work, a compatibility issue of the proposed
window-based flow control mechanism with other exist-
ing congestion control mechanisms such as TCP Reno
and TCP Vegas should be examined. Every congestion
control mechanism has a different control objective so
that it would cause an unfairness problem between groups
of TCP connections obeying different congestion control
mechanisms. For instance, the control objective of the
proposed window-based flow control mechanism is to set-
tle the buffer occupancy at a certain level. On the con-
trary, the control objective of TCP Reno is to keep the
buffer occupancy almost full at any time. Accordingly, it
is expected that connections obeying TCP Reno consumes
more bandwidth than connections obeying our proposed
mechanism.

Another important issue is fairness among connections.
Since our window-based flow control mechanism is a sort
of multiplicative increase/decrease algrotihms. This al-
grotihm does not tend to achieve fairness among connec-
tions when every connection has a different initial window
size [14]. For achieving better fairness, some modificatino
on the proposed algrotihm would be necessary.

Also, we should extend our analysis to more generic
network topologies. In the current paper, we have as-
sumed that all connections have identical propagation de-
lays, and there is only a single bottleneck router in the
network. In real TCP/IP networks, propagation delays of
all connections are not identical, and the bottleneck router
may change as time changes. The performance of our
window-based flow control mechanism in such generic
network configurations should be studied.
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