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SUMMARY

It has been believed that a statistical multiplexing technique
can bring an effective bandwidth usage. When it is applied to
MPEG-2 video, it has been pointed out that two to several times
multiplexing gain can be attained due to highly bursty nature of
video traffic. However, most of past researches do not take into
account the implementation aspects of this technique. In this
paper, we thoroughly investigate the actual multiplexing gain
by comparing ATM CBR and VBR service classes (determin-
istic and statistical service classes), and point out that the sta-
tistical multiplexing gain is far from one may expect.
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I. INTRODUCTION

There is an increasing interest in the network support of the
effective and high-quality video transfer. Because it is very ex-
pensive to transfer un-compressed videos, several coding and
compression algorithms are developed and used, such as mo-
tion JPEG [1], H.261 [2], MPEG-1 [3] and MPEG-2 [4]. These
coding algorithms are different from each other, but gener-
ated coded video traffics have the same characteristics called
“burstiness”. Burstiness means that the traffic rate fluctuates
depending on time, and is usually measured by peak to aver-
age ratio of the traffic rate. For example, the peak rate becomes
two, three, or, sometimes several times higher than the average
rate when a video stream is compressed with the MPEG-2 cod-
ing algorithm. This highly bursty nature of coded video traffic
seems to be well suited to the statistical multiplexing strategy of
the high speed networks such as ATM (Asynchronous Transfer
Mode) networks. However, multimedia applications employ-
ing the video data for an impressive presentation require QoS
(Quality of Service) guarantees; continuous and in-time data
delivery and a little data losses. There have been a lot of re-
searches on how to guarantee QoS in networks (see, e.g., [5]),
but it is still a controversial issue.

As known widely, ATM is designed and developed to be ca-
pable of supporting multimedia traffic with various QoS re-
quirements. For this purpose, several service classes are stan-
dardized [6]–[9]. Those are UBR (Unspecified Bit Rate), ABR
(Available Bit Rate), VBR (Variable Bit Rate) and CBR (Con-
stant Bit Rate) service classes. Each service class differs from
another in QoS they can provide. In ITU-T and the ATM Fo-
rum, the UBR service class is defined for transferring tradi-

tional computer data traffic which requires no QoS guarantee.
In the ABR service class, on the other hand, the rate based con-
gestion control is employed to guarantee QoS in terms of CLR
(Cell Loss Ratio)[10]. Neither UBR nor ABR service class is
therefore appropriate for video data transfer because typical re-
quired QoS are CDV (Cell Delay Variation) and maximum cell
transfer delay (CTD) as well as CLR.

To employ the CBR service class is the easiest way of trans-
ferring video data over ATM networks. Furthermore, it is a re-
alistic solution, which we will show in this paper. The CBR ser-
vice class is for CBR (Constant Bit Rate) traffic and bandwidth
allocation is performed at a peak rate basis [11]. The sender
begins connection setup with a description of a peak cell rate
(PCR). If enough bandwidth is available in the network, then
the network allocates a fixed bandwidth, equal to PCR, to the
connection. The sender adjusts the cell emission rate according
to PCR, and there are no cell loss and a little cell delay variation
as long as the cell emission rate conforms to PCR. These fea-
tures of the CBR service class are attractive to real-time video
transfer applications. However, there are some problems in this
strategy. First, as stated above, the sender must estimate an
appropriate PCR value of video traffic prior to the connection
setup even when no information is available about the char-
acteristics of coded video traffic. Such difficulty arises espe-
cially when the video coding is performed in a real-time fash-
ion, but it can be relaxed to some extent by introducing appro-
priate control mechanisms, such as a play-out buffer and/or er-
ror concealing techniques [12], [13]. Play-out buffer can regu-
late cell emission rate by holding excessive traffic for a while.
The error concealing technique, along with intentionally dis-
carding a part of video traffic, can keep cell emission rate un-
der the allocated bandwidth without introducing unpreferable
buffering delay. Another problem in video transferring over
the CBR service class is that an effective bandwidth usage is
never expected when the allocated bandwidth is equal to the
peak rate (i.e. maximum frame size) of VBR (bursty) traffic.
If enough bandwidth is available and allocated to a connection,
one can receive a video stream with little transfer delay and no
cell loss. However, in MPEG-2 coded video, almost two thirds
of the allocated bandwidth would be unused and wasted as will
be shown in Section III..

The VBR service class is then introduced to effectively uti-
lize the network capacity in transferring VBR traffic over ATM
networks [8]. For this purpose, the VBR service class employs
the statistical multiplexing technique. When a large number of
VBR traffic are multiplexed onto a link, total required capac-



ity for multiplexed connections becomes lower than the sum
of PCRs. Compared with the peak rate based bandwidth allo-
cation mechanism adopted in the CBR service class, the num-
ber of connections simultaneously multiplexed is expected to
be increased. However, QoS such as CLR and/or cell delays
are guaranteed only statistically, not in a deterministic way.

To perform statistical multiplexing, the sender must first de-
clares an appropriate set of traffic parameters such as SCR (Sus-
tainable Cell Rate) and BT (Burst Tolerance) as well as PCR,
and required QoS parameters in terms of CLR, CDV and the
maximum cell transfer delay (CTD) (see, e.g., [14]). After
CAC (Call Admission Control) procedure, the new connection
is accepted only if the required QoS of the new connection
is guaranteed and the newly added connection does not affect
guaranteed QoS of other existing connections. As long as the
emitted cell flow conforms to the negotiated traffic descriptors,
the connection is provided with guaranteed QoS. The confor-
mance test is performed through a UPC (Usage Parameter Con-
trol) mechanism, such as sliding window, jumping window or
leaky bucket [15], [16].

Many researches have been devoted to investigating the ef-
fectiveness of VBR video transfer over the VBR service class
(see, e.g., [17]–[19]). Those papers mainly focused on the de-
gree of statistical multiplexing gain (SMG) to show the superi-
ority of the VBR service class over the CBR service class. For
example, in [17], the authors show that the number of multi-
plexed connections in the VBR service class is more than three
times larger than that of the CBR service class. This result
sounds good for network providers and carriers who face the
increase of bandwidth demand and the shortage of network ca-
pacity. However, those researches miss or ignore several draw-
backs of the VBR service class.

First, traffic characteristics of coded video is assumed to be
known in advance in [18], [20], [21]. In an actual situation,
especially when the video coding is performed in a real-time
fashion, it is absolutely hard to predict the required parame-
ters such as traffic parameters for CAC (PCR, SCR and BT)
and UPC parameters (the bucket size, drain rate and buffer size,
in case the leaky bucket mechanism is employed) at the call
setup time [22]. Even when the video data have already been
coded and stored, no appropriate method is provided for users
to determine the traffic parameters from the actual video traf-
fic characteristics. When these parameters are inappropriately
estimated and described, the coded video traffic will not con-
form to the negotiated parameters. To avoid the violation of
a contract, those excess cells are discarded, tagged or buffered
at UPC, which results in the unacceptable degradation of per-
ceived video quality at destinations. More recently, several au-
thors have been engaged in mathematical modeling of actual
MPEG video traffic [23]–[26] to accurately estimate and deter-
mine traffic and UPC parameters. In those papers, authors con-
clude that the VBR video traffic has a heavy-tailed distribution
and a long-range dependence. This conclusion implies that a
traditional Markovian source model is not applicable to VBR
video traffic any longer. However, the difficulty still remains
in determining parameters for video source model.

Second, statistical QoS guarantees in the VBR service class

implies that there is unavoidable cell loss at the intermedi-
ate nodes even if the appropriate and precise parameter set-
ting is performed at the call setup time [27]. The QoS require-
ments are satisfied only if they are monitored and averaged
over the connection time, while the perceived QoS degradation
must be sensitive to shorter term fluctuation, e.g., in the mag-
nitude of seconds. Unpredictable changes in cell delay varia-
tion are also caused by statistical multiplexing in the VBR ser-
vice class [28]. To avoid those QoS degradations, rate control
mechanisms must be employed at the sender [29], [30]. On the
other hand, the CBR service class provides the deterministic
QoS guarantees. No cell loss is observed as long as the enough
bandwidth is allocated and the emitted cell rate is kept under
the allocated bandwidth. Further, the cell transmission delay
can be kept under some deterministic bound.

Last, it is sometimes assumed in comparison that only a peak
rate based bandwidth allocation is performed in the CBR ser-
vice class [17], [18] while the burstiness of VBR traffic is re-
duced by introducing the buffer at the sender in the VBR ser-
vice class. For example, in [18], it is shown that an achievable
SMG is larger than three. However, to achieve such a highly
effective statistical multiplexing, a huge amount of buffer is re-
quired at the sender. It is apparently an unfair comparison. The
CBR service class can also introduce the buffer to smooth VBR
traffic, and the smoothing can reduce the required bandwidth
and increase the number of multiplexed connections. That is,
if we compare CBR and VBR service classes under the same
condition (i.e., the same amount of smoothing buffer), SMG is
again decreased.

In summary, there are several remaining obstacles to achiev-
ing high SMG in the VBR service class. Those are the com-
plicated CAC mechanism, the difficulty in appropriate param-
eter setting of traffic characteristics, a large amount of buffer for
UPC and switches, and degradation of QoS (cell loss and delay
jitter) caused by statistical guarantees. Nevertheless, a lot of re-
searches on the statistical multiplexing of VBR videos are still
being pursued and published [31]–[37].

In this paper, we investigate a real effectiveness of the VBR
service class by employing actual MPEG-2 video traffic. We
try to fairly compare VBR and CBR service classes by consid-
ering the problems described above. Through experiments, we
will show that the achievable SMG by statistical multiplexing
of the VBR service class is unexpectedly low; at most two and
sometimes less than one. In obtaining these results, we will as-
sume that traffic parameters are known a priori to employ the
CAC algorithm which is described in the published literature.
It is also assumed that UPC parameters can be determined ap-
propriately based on the traffic characteristics. Our intention is
that even with such favorable assumptions to the VBR service
class, SMG is lower than that one may expect.

Instead of pursuing the VBR service class, we consider the
encoding algorithm suitable to the CBR service class. In the
CBR service class, a fixed bandwidth is allocated to each con-
nection according to the negotiated PCR. However, negoti-
ated PCR may be smaller than the actual peak cell rate of
coded video because of the difficulty in PCR determination.
To overcome such a problem, the sender can employ the ap-
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Fig. 2. MPEG-2 video traffic (Scenery)

propriate mechanisms to control the coding rate [12], [38],
which is called MPEG-2 Test Model 5 [38]. MPEG-2 Test
Model 5 (“TM5” in short) regulates the degree of quantiza-
tion to keep the averaged traffic rate around the allocated band-
width. In this paper, we will show the effectiveness and appli-
cability of MPEG-2 Test Model 5 to the CBR service class.

Last, we note here that we focus on MPEG video and the
CBR and VBR service classes of ATM networks in the current
paper. However, we believe that results obtained from com-
parisons can also be applied to other packet networks where a
bandwidth reservation mechanism is implemented [39]–[41].

This paper is organized as follows. In Section II., we first
introduce test scenarios for comparing CBR and VBR service
classes fairly. Then, in Section III., we compare the effective-
ness of multiplexing mechanisms of VBR and CBR service
classes for MPEG-2 video transfer. The applicability of TM5
is also discussed briefly. Finally, we conclude our study in Sec-
tion IV..

II. SYSTEM MODELS

In this section, we introduce our test scenarios to fairly com-
pare the VBR and CBR service classes by means of the statisti-
cal multiplexing gain. We first describe assumptions and model
of the CBR and VBR service classes and define SMG.

In the CBR service class, a sender first specifies a PCR (Peak
Cell Rate) value at the connection setup to reserve enough
bandwidth [11]. The network accepts the request if remain-
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Fig. 3. MPEG-2 video traffic (Starwars)

ing capacity is larger than PCR on all links which the connec-
tion traverses. In our setting, all connections are assumed to
transmit the same video data. Therefore, the maximum number
of connections simultaneously acceptable on the link becomes
C=Rmax where C [bps] denotes the link capacity and Rmax
[bps] is the PCR value.

Once the connection is accepted and established in the CBR
service class, the user should conform its cell flow to negotiated
PCR. The mechanism to perform the conformance enforcement
is called UPC (Usage Parameter Control), which may be im-
plemented by means of the leaky bucket mechanism [42]; that
is a kind of a credit-based flow control mechanism. The leaky
bucket mechanism works as follows. As shown in Fig.1, a to-
ken is generated from the token generator at a fixed rate called
“drain rate”. Then, generated tokens are pooled in the token
bucket of finite capacity. Two parameters controls the behav-
ior of the leaky bucket. They are the drain rate of tokens and
the size of the token bucket, denoted as (� [bits], � [bps]), re-
spectively [43].

In our model, video data stream produced by an MPEG-2 en-
coder is segmented into cells and stored in a buffer. It means
that cells which do not conform to the PCR value are not dis-
carded nor tagged, but buffered at UPC. Stored cells in the
buffer are injected into the network as long as enough number
of tokens is pooled in the token bucket. The token in the token
bucket is then removed when the cell is injected into the net-
work. This mechanism is called “traffic shaping” and the leaky
bucket works as a “traffic shaper”. In the case of the CBR ser-
vice class, a drain rate � is usually set at the negotiated PCR
and the token bucket size � is zero. That is, the leaky bucket
mechanism just behaves as a simple “spacer” in the CBR ser-
vice class. The token bucket is used in the VBR service class
to allow bursty cell emission as described later. The interval of
cells emitted into the network is kept no less than 1/PCR. The
buffer is used when the negotiated PCR is less than the actual
peak rate of the original video. The buffer size should be deter-
mined by an allowable maximum buffering delay, which should
be dependent on the application.

In the case of the VBR service class, the conformance test
and traffic shaping for SCR (Sustainable Cell Rate) are also re-
quired. They can also be implemented by means of the leaky



bucket mechanism. The drain rate of the leaky bucket (�) is set
for the negotiated SCR, and the token bucket is of finite size
� which is determined from the relation Rpeak = �

time unit +
� [19]. Rpeak [bits per frame time (1/30 msec)] is the maximum
rate of coded video traffic. The purpose of the token bucket is
to allow the instantaneous bursty cell emission even if its rate is
larger than SCR. When there are enough tokens in the bucket,
the cells are immediately injected into the network. Otherwise,
they are just stored and delayed in the buffer, not discarded nor
tagged in our model. With this traffic shaping mechanism, the
emitted cell rate averaged over long duration can be kept under
or equal to the negotiated SCR. CAC (Call Admission Control)
becomes complicated in the VBR service class. According to
the standard [7], the sender must declare the SCR (Sustainable
Cell Rate) and BT (Burst Tolerance) in addition to PCR. Fur-
ther, we need take into account UPC to decide the call admis-
sion, since the cell flow to the network is affected by the UPC
mechanism. In our case, we assume the CAC procedure works
as follows. For given parameters such as the number of connec-
tionsN , a maximum cell rate from leaky bucketRmax [bits per
frame time], link capacity C [bits per frame time], and buffer
size at the intermediate node B [bits], the cell loss ratio of a
connection is determined as [18]

CLR =
Expected number of lost bits
Expected total number of bits

=

"
NX

m=n0+1

[mRmax�C�B]
�
N

m

�
pm(1�p)N�m

#

pNRmax
(1)

where n0 = bC=Rpeakc is the maximum number of connec-
tions when the peak rate bandwidth allocation is performed.
As in [18], we consider CLR is equal to the bit loss ratio. We
should note that an intermediate node is modeled as a simple
FIFO queue and cells are stored in the buffer only when the sum
of incoming traffic rate exceeds the link capacity (mRmax�C).
In Eq.(1), a cell flow departing from the leaky bucket is mod-
eled as the conservative periodic on-off source. The peak rate
Rmax during the on period corresponds to a sum of the drain
rate � and the token bucket size �, and is PCR in the VBR ser-
vice class. Conformance test on PCR is performed at the sec-
ond leaky bucket in the case of a dual leaky bucket UPC mech-
anism (not shown in Fig. 1). The probability p that the video
source is on is given as p = �=Rmax. Then, from Eq.(1), we
can easily derive the maximum number of connections NVBR
that the network can accept while satisfying the specified CLR.
We note here that in an actual situation, detailed characteristics
of coded video traffic are not known in advance while it is not
an easy task to estimate the actual peak cell rate, the sustain-
able cell rate and the burst tolerance. However, a CAC proce-
dure utilizing Eq.(1) (and any other estimation method) cannot
be applied without such knowledge, which is one of main prob-
lems of the VBR service class as we have mentioned in Sec-
tion I.. We further notice that we determine � and � fromRmax
(an actual peak rate) of test sequences. Those are often inappro-
priate since those values are too large, because Rmax is deter-
mined from an instantaneous peak rate. When the application
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Fig. 4. MPEG-2 video traffic (Live)

TABLE I
Traffic characteristics of test videos

Name Mean Maximum Burstiness
Scenery Size 170 Kbits 576 Kbits 3.40

Rate 5.10 Mbps 17.28 Mbps
Starwars Size 205 Kbits 432 Kbits 2.11

Rate 6.15 Mbps 12.96 Mbps
Live Size 99 Kbits 358 Kbits 3.62

Rate 2.97 Mbps 10.74 Mbps

can tolerate the extra delay, we can choose the smaller Rmax
and the degree of statistical multiplexing can be increased as in
the case of the CBR service class. In Subsection B., we will
provide further discussions for such a case.

Finally, the statistical multiplexing gain (SMG) is defined as
the ratio of the number of multiplexed connections in the VBR
service class to that of the CBR service class,

SMG = NVBR=NCBR (2)

where NVBR and NCBR are the maximum allowable numbers
of connections in VBR and CBR service classes, respectively.
In Section C., we will use this measure to investigate the statis-
tical multiplexing effect of the VBR service class by comparing
with the CBR service class. To perform fair comparison, we de-
riveNVBR andNCBR under the same delay bound in such a way
that the maximum buffering delays are identical in both VBR
and CBR service class.

Throughout this paper, we employ three different traces of
video traffic, “Scenery”, “Starwars” and “Live”. They are
coded by an MPEG-2 coding algorithm. These videos are cap-
tured from laser disk softwares and are of 1500 frames long (50
seconds). Their traffic variations are shown in Figs.2 through 4
where the horizontal axis corresponds to time and the vertical
axis shows the coded video’s traffic rate per frame. Each video
is coded with a fixed degree of quantization, and their traffic
characteristics are summarized in Table I. For each video, the
mean and maximum frame size and traffic rate are shown. We
also show burstiness (defined as peak to average ratio) of video
sequences. From the table, it is obvious that the bandwidth allo-
cation to video traffic on peak rate basis results in waste of net-
work resources. For example, when the peak rate bandwidth al-
location is performed against “Scenery” video traffic, over two
thirds of the allocated bandwidth is unused and wasted.
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III. FAIR COMPARISONS OF VBR AND CBR SERVICE

CLASSES

In this section, we first examine the buffering effects in CBR
and VBR service classes in Subsections A. and B., respec-
tively. The buffer at the sender can decrease the burstiness of
video traffic while introducing the buffering delay. We then
investigate the statistical multiplexing gain of the VBR ser-
vice class by comparing with the CBR service class in Sub-
section C.. To perform a fair comparison, buffering effects are
taken into account in both service classes.

We assume that each connection behaves identically based
on the same traced data. It is also assumed that all traffic param-
eters are known a priori. Those are unrealistic, but necessary
assumptions to apply CAC algorithm described in the previous
section when we consider the VBR service class. This is an-
other problem of the VBR service class, and our intention is that
even if we introduce such favorable assumptions to the VBR
service class, the statistical multiplexing gain is not as high as
expected, which will be demonstrated below. All results in this
section are obtained arithmetically.

A. Effect of buffering on multiplexing gain in the CBR service
class

We first investigate how effective multiplexing can be
achieved with the buffer at the sender (Fig. 1) in the CBR ser-
vice class. Without any buffer, the maximum number of con-
nections which can be simultaneously multiplexed on the link
of 150 Mbps capacity are 7, 10 and 12 for each videos (Table I).
This comes from the fact that the maximum rate of each video
traffic is very high. By introducing the buffer at the sender,
their maximum rate can be decreased at the cost of extra buffer-
ing delay. This is shown in Fig. 5 where the relationship be-
tween the maximum buffering delay in the smoothing buffer
and the allocated bandwidth (PCR) is depicted. In this case,
video traffic is stored and smoothed by the buffer and the cell
emission rate is regulated in order to fit the allocated bandwidth.
In obtaining the figure, we assumed that the buffer has an in-
finite capacity. Maximum buffering delay in this case should
be regarded as the maximum allowable delay for the applica-
tion. For example, when the application can tolerate one sec-
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ond buffering delay additional to the network delay, the re-
quired amount of bandwidth for “Scenery” can be decreased to
9.16 Mbps from 17.28 Mbps. It means that two times deter-
ministic multiplexing gain can be obtained if we allow one sec-
ond delay at the sender. However, the required buffer size in-
creases as shown in Fig. 6 where the maximum queue length is
displayed on the vertical axis. For example, one second delay
in “Scenery” corresponds to 9.31 Mbits buffer.

The gain of deterministic multiplexing is illustrated in Fig. 7
where the number of multiplexed connections on 150 Mbps
link is plotted against the allowable buffering delay. As shown
in the figure, the multiplexing gain can be obtained even when
the maximum allowable delay is only ten or hundred millisec-
onds in the case of “Live”, and real-time applications can toler-
ate such a small delay. On the other hand, the gain is not very
high in the case of “Scenery”. One second delay and 9.31 Mbits
buffer are required to obtain the gain of two and it is applica-
ble to only non real-time applications such as a one-way video
distribution. We should note here that we do not take into ac-
count video coding delay and the propagation delay between
sender and receiver. However, we do not need to consider the
cell queueing delay at switches since the CBR service class is
considered here.
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We may conclude that even in the CBR service class, the
multiplexing gain can be increased if we introduce the buffer at
the sender to decrease the maximum cell emission rate. How-
ever, because the degree of multiplexing gain depends on maxi-
mum allowable delays and video contents, it is difficult to apply
the buffer smoothing to real-time video communications. One
possibility to overcome these difficulties is to introduce the rate
control mechanism for video traffic, which will be described in
Subsection D..

B. Buffering effect in the VBR service class

In this subsection, we investigate the relationship among
drain rate �, token bucket size � and cell buffering delay in
the VBR service class. We first evaluate the relationship be-
tween the buffering delay and the drain rate �. The drain rate
of the leaky bucket mechanism is the negotiated SCR. In Fig. 8,
the relationship between token drain rate and buffering delay is
shown for “Scenery”, “Starwars” and “Live”. In the case of the
VBR service class, we have another parameter �, the size of the
leaky bucket, which determines the burstiness of cell flow in-
jected into the network from the leaky bucket. In our results,
the bucket size is varied from 100 Kbits to 400 Kbits to see the
effect of burstiness on buffering delay. The results of the CBR
service class are also shown in the same figure for comparison
purpose. In the CBR service class, the drain rate corresponds
to the peak cell emission rate (allocated bandwidth).

In the figure, we can observe that the drain rate required to
satisfy a specific delay bound in the VBR service class can be
smaller than that of the CBR service class. It is because the to-
ken bucket of finite size leads to the bursty cell emission, and
its rate can easily go beyond SCR in the VBR service class.
For example, when an application can tolerate 10 msec buffer-
ing delay, the required bandwidth in the CBR service class is
13.48 Mbps. On the contrary, the drain rate in the VBR ser-
vice class with 100 Kbits buffer is 13.13 Mbps. However, the
difference between CBR and VBR service classes in the figure
does not directly correspond to the statistical multiplexing gain
of the VBR service class. The number of multiplexed connec-
tions in the VBR service class is more than that of the CBR ser-
vice class, because the drain rate to satisfy the buffering delay
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bound is smaller. However, the bursty transmission allowed in
the VBR service class decreases SMG, which will be investi-
gated in the next subsection.

The appropriate parameter setting of drain rate � and token
bucket size � to satisfy some delay bound in the VBR service
class heavily depends on the characteristics of the video se-
quence. It implies that control parameters for the leaky bucket,
i.e., the drain rate and the token bucket size, should be deter-
mined with careful consideration on video traffic characteris-
tics. However, the characteristics of video traffic generated by
a multimedia application cannot be accurately estimated in ad-
vance. This is another reason why the VBR service class is dif-
ficult to implement.

C. Comparisons of deterministic and statistical Multiplexing
gains

In this subsection, we fairly compare the effectiveness of the
CBR and VBR service classes in terms of the statistical mul-
tiplexing gain (SMG). The SMG is defined as the ratio of the
maximum number of connections multiplexed in the VBR ser-
vice class to that of the CBR service class where the allowable
delay bounds are the same for the two service classes. We note
that the adequate buffer sizes to satisfy a delay bound differ be-
tween two service classes, and the VBR service class required
a large buffer size. The reason why the maximum buffering de-
lay is adopted is that it directly corresponds to the application’s
requirements.

We assume that the link capacity is 150 Mbps, and do not
take into account the buffering delays at intermediate switches.
Assuming that all connections generate the same video se-
quence and require identical QoS in terms of cell loss ratio,
CLR = 10�6, in the VBR service class, the number of mul-
tiplexed connections is derived from Eq.(1). The result for
“Scenery” is shown in Fig. 9 as a function of the allowable
delay. This figure corresponds to Fig. 7 for the CBR service
class and Fig. 8 and Eq.(1) for the VBR service class. This fig-
ure shows that SMG is no more than one!, i.e., the maximum
number of multiplexed connections in the VBR service class is
smaller than that of the CBR service class under the same de-
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Fig. 11. Statistical multiplexing gain (Scenery, LinkCapacity=1.3 Gbps,
CLR=10�3 , no-buffer)

lay bound condition. This result arises from the fact that the
maximum traffic rate (Rmax) from the leaky bucket becomes
larger than the allocated bandwidth when we take into account
the token bucket of size � in the VBR service class (see Sec-
tion II.). For example, when the allowable delay is 10 msec, the
required bandwidth in the CBR service class is 13.48 Mbps. On
the other hand, the required drain rate becomes 13.13 Mbps in
the VBR service class when the token bucket is 100 Kbits large.
In the VBR service class, the drain rate itself is smaller than
the required bandwidth in the CBR service class, but the max-
imum traffic rate instantaneously emitted to the network from
the leaky bucket becomes 16.13 Mbps. Such a burstiness pre-
vents the statistical multiplexing of the VBR service class from
achieving a high SMG.

We investigate the way of increasing SMG. SMG is a func-
tion of several factors [14]. It can be increased by, e.g., (1)
lower QoS (higher CLR in the current study), (2) larger link ca-
pacity, (3) larger buffer at intermediate switches, and (4) less
bursty traffic. In what follows below, we will examine these
cases.

First, we increase the acceptable CLR to see the effect of QoS
on SMG. One may expect that larger SMG can be achieved
when the acceptable CLR is increased (i.e., QoS requirement
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Fig. 12. Statistical multiplexing gain (Scenery, LinkCapacity=150 Mbps,
CLR=10�6 , 10,000 cells buffer)
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Fig. 13. Statistical multiplexing gain (Scenery, LinkCapacity=1.3 Gbps,
CLR=10�6 , 10,000 cells buffer)

is relaxed). However, it is not true in our case. Improvement
is very small as shown in Fig. 10 even if the acceptable CLR
is increased from 10�6 to 10�3. It is because the maximum
video rate (17.28 Mbps) is comparatively too high to expect
the large statistical multiplexing gain on the link of 150 Mbps.
When the link capacity is set to be larger, SMG is actually im-
proved. As shown in Fig. 11, the highest SMG becomes 1.13
with 200 Kbits token bucket. In this case, the link capacity is
1.3 Gbps and CLR is 10�3. Of course, the perceived video
quality is degraded due to cell losses. For example, the min-
imum SNR (Signal to Noise Ratio) of “Scenery” with no cell
loss is 22.84, while it is degraded to 18.45 in the case of CLR =
10�3. It means that one must make a sacrifice of video quality
to achieve higher statistical multiplexing gain.

Another way to increase SMG is to introduce large cell
buffers at intermediate switches. For example, when an inter-
mediate switch is equipped with the buffer of 10,000 cells (al-
though it is an extreme case and may be an unrealistic situ-
ation in the current memory technology), SMG of 1.875 can
be achieved with 100 Kbits token bucket on 150 Mbps link
as shown in Fig. 12. CLR is set at 10�6 in obtaining Fig. 12.
Buffering delay in this figure includes both the buffering delay
at the sender and the queueing delay at intermediate switches in
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TABLE II
Statistical Multiplexing Gain (CLR=10�6 )

Capacity Buffer Scenery Starwars Live
no-buffer 1.00 (100Kb) 1.00 (100Kb) 1.00 (100Kb)

150Mbps 1300cells 1.13 (100Kb) 1.1 (100Kb) 1.17 (100Kb)
10,000cells 1.75 (100Kb) 1.80 (100Kb) 1.92 (100Kb)

no-buffer 1.00 (100Kb) 0.95 (100Kb) 1.08 (300Kb)
600Mbps 1300cells 1.03 (100Kb) 0.98 (100Kb) 1.12 (300Kb)

10,000cells 1.22 (100Kb) 1.19 (100Kb) 1.39 (300Kb)
no-buffer 1.03 (100Kb) 1.02 (100Kb) 1.27 (300Kb)

1.3Gbps 1300cells 1.05 (100Kb) 1.03 (100Kb) 1.29 (300Kb)
10,000cells 1.14 (100Kb) 1.14 (100Kb) 1.43 (300Kb)

TABLE III
Statistical Multiplexing Gain (CLR=10�3 )

Capacity Buffer Scenery Starwars Live
no-buffer 1.00 (100Kb) 1.00 (100Kb) 1.08 (100Kb)

150Mbps 1300cells 1.13 (100Kb) 1.1 (100Kb) 1.25 (100Kb)
10000cells 1.88 (100Kb) 2.00 (100Kb) 2.33 (300Kb)

no-buffer 1.06 (100Kb) 1.07 (100Kb) 1.41 (400Kb)
600Mbps 1300cells 1.09 (100Kb) 0.98 (100Kb) 1.45 (400Kb)

10000cells 1.31 (100Kb) 1.30 (100Kb) 1.78 (400Kb)
no-buffer 1.13 (200Kb) 1.12 (100Kb) 1.57 (400Kb)

1.3Gbps 1300cells 1.14 (200Kb) 1.13 (100Kb) 1.59 (400Kb)
10000cells 1.25 (200Kb) 1.24 (100Kb) 1.76 (400Kb)

the VBR service class. The effectiveness of a large amount of
intermediate buffer decreases as the link capacity increases. As
shown in Fig. 13, the largest SMG is only 1.14 even when the
link capacity is changed to 1.3 Gbps. This degradation is due to
the fact that SMG is the function of both the amount of buffer
and the link capacity [see Eqs.(1) and (2)]. When an intermedi-
ate switch has no queueing buffer on 150 Mbps link, it can han-
dle as much as 3 Mbits data (150 Mbps/30 fps) in a frame time
interval (1/30 sec). When the 10,000 cells (3.84 Mbits) buffer
is equipped with the intermediate switch, it can store and for-
ward 2.2 times larger data (6.84 Mbits) on 150 Mbps link. On
the other hand, the intermediate switch can handle 43.3 Mbits
on 1.3 Gbps link without the network buffer and only 8.87 %
increase is obtained with 10,000 cells buffer.

Another expectation which one may hold is that higher SMG
can be achieved by applying less bursty traffic to the VBR ser-
vice class. Recalling that “Starwars” is the least bursty traf-
fic among three videos in Table I, we plot the results for “Star-

wars” video in Fig. 14. CLR is set to be 10�6 and the switch
has 10,000 large buffer. The largest SMG then becomes 1.8 and
higher than that of Scenery.

The largest values of SMGs under different conditions are
summarized in Tables II and III. The conditions are varied
according to combinations of the link capacity, 150 Mbps,
600 Mbps and 1.3 Gbps, the switch buffer size (no queueing
buffer case, 1,300 cell buffer (about 500 Kbits) and 10,000 cell
buffer). Leaky bucket sizes to achieve SMG are also shown in
the tables within parentheses. With small drain rate and large
switch buffer, the largest SMG can be achieved in all video
sequences. However, the required amount of switch buffer
is about 10,000 cells (about 3.84 Mbits). Further, to obtain
the enough statistical multiplexing gain, the complicated CAC
along with traffic descriptors and QoS parameters must be per-
formed between the sender and networks at call setup time.
UPC is also necessary after the connection is successfully es-
tablished. Thus, UPC parameters should also be determined. It
is especially difficult in the real-time video application to de-
cide the control parameters appropriately for CAC and UPC.
On the other hand, the CBR service class is easy to implement
because only PCR is enough to perform CAC and UPC. Al-
though it is also difficult to determine the PCR value exactly
before actual encoding starts, it can be avoided to some extent
by introducing the algorithm to control the encoding rate. One
example of such an algorithm is MPEG-2 Test Model 5 [38],
which we will briefly discuss in the next subsection.

D. Deterministic multiplexing of rate-controlled CBR videos
in the CBR service class

As mentioned in the previous section, unpredictability of
traffic characteristics in terms of PCR can be avoided by intro-
ducing rate-controlled video coding algorithms. With such al-
gorithms, even if the sender fails in estimating adequate PCR
and allocated bandwidth is insufficient, the encoder can ad-
just the coded video rate according to the allocated bandwidth.
MPEG-2 Test Model 5 (abbreviated as TM5) is not only a video
compression and coding algorithm, but also a rate control al-
gorithm for video traffic. The rate control is accomplished by
regulating the degree of quantization. The TM5 rate control
algorithm can keep the average video traffic rate over a set of
video frames to be lower than the allocated bandwidth. Thus,
it makes possible for the sender to request the network to al-
locate the bandwidth without rigorous parameter estimation at
call setup time. Then it regulates the video traffic rate according
to the allocated bandwidth by the TM5 algorithm. However, as
a result of quantization control, the coded video quality depends
on the contents of picture, scene and sequence. And it is often
claimed that the rate-regulated video quality is lower than the
VBR video quality [44].

The relationship between the allocated bandwidth and the
queueing delay in TM5 is shown in Fig. 15. As shown in the fig-
ure, the behavior of TM5 is absolutely different from the others.
The queueing delay in TM5 is unchanged independently of the
allocated bandwidth. Because TM5 regulates its traffic rate in
order to avoid overflow and underflow of receiver’s buffer, the
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buffering delay is kept almost unchanged. The smaller buffer-
ing delay in TM5 can be achieved by changing TM5 control pa-
rameter at the expense of perceived video quality. The achiev-
able multiplexing gain on the 150 Mbps link is very high as
shown in Fig. 16. SMGs of the VBR service class are also
shown in Fig. 16 where the acceptable CLR is 10�3 and the
queueing buffer at the intermediate node is 10,000 cells large
for different token bucket sizes. As shown in Fig. 16, when the
application can tolerate the delay of two frame time (66 msec),
the number of connections which can be simultaneously multi-
plexed on the link with TM5 is 3.4 times larger than that of the
CBR service class with buffering.

The number of connections multiplexed on a link is the
network-related issue. In the case of multimedia application,
we should take into account the quality of presentation, i.e., the
perceived video quality at receivers. We compare SNR values
of TM5 with the VBR and CBR service classes in Fig.17. The
condition of comparison is the same as in the previous discus-
sion. In the figure, the maximum, average and minimum val-
ues of SNR are shown against allowable delay bounds. For
comparison purpose, the average SNR values of the CBR ser-
vice class (labeled as “CBR”), the VBR service class where
CLR are 10�3 (“VBR 10e-3”) and 10�6 (“VBR 10e-6”) are
also shown in Fig.17. Lines of “VBR 10e-6” and “CBR” over-
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lap each other. To achieve the larger multiplexing gain in TM5,
the allocated bandwidth should be decreased. As a result, the
perceived video quality is degraded, but the degradation is not
striking. Since there is no cell loss in the CBR service class,
the allowable delay does not affect the perceived video quality
in terms of SNR. If we set CLR to be 10�6 in the VBR service
class, there is almost no video quality degradation. When the
allowable delay is small, i.e., the allocated bandwidth is large,
the coded video quality is higher than that of the CBR service
class as shown in Fig. 17.

From above observations, we can conclude that the achiev-
able statistical multiplexing gain in the VBR service class is not
very high as expected in spite of the fact that it is very hard to
implement. Employing the CBR service class is easier and it is
a more realistic way of achieving the effective video data trans-
fer over ATM networks. Especially when MPEG-2 Test Model
5 algorithm is used, the number of multiplexed video traffic can
be increased while the perceived video quality is kept high.

One obstacle in applying the VBR service class to video data
transfer over ATM can be relaxed by introducing VBR+ ser-
vice class where UPC parameters can be re-tuned during the
call holding time. However, there still remains the implementa-
tion problem in the VBR+ service class, that is, how the charac-
teristics of video traffic should be monitored, how UPC param-
eters are determined from characteristics of actual video traf-
fic and how the new parameters are re-negotiated among the
sender and networks.

IV. CONCLUSION

In this paper, we have investigated the effectiveness of sta-
tistical multiplexing in the VBR service class. For this pur-
pose, we have used real MPEG-2 coded video data. We fairly
compared the CBR and the VBR service classes while taking
consideration on the buffering effect in the CBR service class.
Through experiments, we have found that the highest SMG ob-
tained with statistical multiplexing in the VBR service class is
still lower than 2.5. This result means that SMG is not very high
while there are many obstacles to perform the statistical multi-



plexing. One might assert that the deterministic bandwidth al-
location in the CBR service class leads to waste of unused band-
width because of the bursty nature of video traffic. However,
the network can effectively fill the unused bandwidth with best-
effort data traffic, as far as the guaranteed video traffic is given
higher priority.

We conclude that the CBR service class is an easier and a
more realistic way to achieve high multiplexing gain in trans-
ferring MPEG-2 video over ATM networks with high QoS
guarantee. We have further examined the effectiveness and ap-
plicability of TM5 applicable in achieving higher deterministic
multiplexing gain in the CBR service class. We revealed that
TM5 considerably improves the effectiveness of multiplexing
as long as the application can tolerate about 100 msec buffering
delay and a little degradation of the perceived video quality.
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